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ABSTRACT

The goals of this work are, on the one hand to develop
a trilingual corpus suitable for example-based text and
speech-input machine translation between English, Span-
ish and Basque; and on the other hand, to compare the
same translation method under two very different pair of
languages: Spanish-Basque and Spanish-English.

The stochastic finite-state transducers have been trained
from raw bilingual examples. As the experimental results
show, they seem to be a good choice for both text and
speech-input machine translation.

1. INTRODUCTION

Two main trends can be distinguished in machine transla-
tion (MT): rule-based and statistics-based. The first one
is deductive and includes linguistic knowledge, whereas
the second one is built on the basis of a collection of sam-
ples, so it is inductive. Nowadays some efforts are be-
ing made in order to take advantage of both information
sources. For both rule-based and statistical frameworks,
finite-state transducers (FST) has been proved to offer a
great versatility to compose with other finite-state mod-
els.

In this paper we focus on statistical models, however,
we also offer some Spanish-Basque translation results ob-
tained with Opentrad [1], an open-source deep-transfer
MT toolkit developed by several Universities and enter-
prises in a Spanish challenging project. Specifically, we
make use of FST, which are also the basis of Opentrad.

A stochastic FST (SFST) can be built for any pair of
languages, whenever a representative amount of exam-
ples is available. As it is known, inductive approaches
require great collection of bilingual data, that is, the same
sentences translated into the languages we want to work
with [2]. However, only bilingual corpora for some of
the European languages are available. In this work we
present a suitable trilingual corpus, in English, Spanish
and Basque, putting an end to the work [3], and letting us
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start with multilingual translation involving Basque lan-
guage, as well as to face with speech-input MT.

1.1. Basque language

Basque is a minority language but shares official status,
along with Spanish, in the Basque Country.

Basque is a pre-Indoeuropean language of unknown
origin. Thus, with regard to etymology, Basque and Span-
ish are very different. On the other hand, Basque is an
extremely inflected language, both in nouns and verbs.
In addition, both languages present a different arrange-
ment of the words within the sentence since, the other
way around to Spanish, Basque has left recursion. Fig-
ures 1(a) and 1(b) show the word arrangement through
Spanish-English and Spanish-Basque alignment matrices
respectively. The relationships provided by the statistical
alignment model are shown by filled squares, while the
linguistic ones are in hollow squares, e.g. the first Basque
word is connected to the last two Spanish words, even the
statistical alignment model provides only the first one.

2. STATISTICAL FRAMEWORK

Finite state transducers have proved to be useful in lan-
guage processing and in automatic speech recognition sys-
tems. In recent last years they have also been proposed
for SMT applications [4, 5]. Stochastic finite state trans-
ducers (SFST) can be automatically learnt from bilingual
corpora by efficient algorithms, such as GIATI (Grammar
Inference and Alignments for Transducers Inference).

The GIATI methodology is used in this work to build
the translation models. Given a bilingual corpus, GIATI
algorithm provides a probabilistic finite-state transducer
[5].
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(a) Spanish-English (b) Spanish-Basque

Figure 1. These alignment matrices show the word ordering for a sentence in the three languages under consideration.

GIATI algorithm works as follows:

1. Given a bilingual corpus, find a monotone segmen-
tation, and thereby, assign an output sequence to
each input word, leading to the so called extended
corpus.

2. Infer a probabilistic finite state automaton from the
extended corpus. We promote the use of a k-testable
in the strict sense (k-TSS) language model [6], in-
stead of n-gram models, since the k-TSS models
keep the syntactic constraints of the language.

3. Split the output sequence from the input word, on
each edge of the automaton, getting, in this way, the
finite state transducer.

Once we have the transducer and an input sentence
s ∈ Σ+, the translation process implies searching the
most likely output string t̂ ∈ ∆∗ through all the possi-
ble output strings as summarized in equation (1). Where
d(s, t), represents a path in the SFST, compatible both
with the input sentence s and the output t. Therefore, the
searching criteria in the SFST deals with the joint proba-
bility of sentence pairs.

t̂ = argmax
t

P (s, t) ≈ argmax
t

max
d(s,t)

P (d(s, t)) (1)

2.1. Two architectures for speech translation

The goal of the statistical speech translation (summarized
in eq. (2)) is to find the likeliest target language string (t)
given the acoustic representation (x) of a source language

string (s).

t̂ = argmax
t

P (t|x) = arg max
t

∑

s

P (t, s|x) (2)

Two architectures can be used in order to build the
speech translation system: the serial and the integrated
one [5]. The serial architecture consists of a text to text
translator after the speech decoder, whereas the integrated
architecture works as a speech recognition system which
makes use of a translation model instead of the usual lan-
guage model. The translation model, in fact, involves
two language models: the source and the target language
models. Then, once the decoder has found the best path
throughout the trellis, the output-language string related
to the best sequence of states is provided.

2.1.1. Serial architecture

The speech is decoded in a conventional speech recog-
nition system. The output string provided by the speech
recognizer is the input (source) string for the text to text
translator (see Fig. 2). The full process can be described
in two steps:

1. Word decoding of x (the acoustic representation):

ŝ ≈ arg max
s

P (s)P (x|s) (3)

where P (s) is the source language model (k-TSS
LM is used in this work).

2. Translation of ŝ (the expected decodification of x):

t̂ ≈ argmax
t

P (t|̂s) = arg max
t

P (t, ŝ) (4)
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Figure 2. Serial architecture for speech translation. The
output of the system is the text translation of an input
speech signal. The system is supported on three knowl-
edge sources: the acoustic model, the input language
model and the translation model. The system consists
of two main blocks: the speech decoder and the text to
text translator. The acoustic model and the input language
model are integrated into a finite state net which output is
supplied to the speech decoder to make decisions. The
translator makes use of the translation model, which is
also a finite state model.

In practice, ŝ (the input sentence to the translator) is likely
to be corrupted, since the speech recognition system is not
ideal. Thus, we can not expect the output translation to be
as close to the reference as it could be in case of a perfect
input. Moreover, the weakest process is the translator,
therefore we should preserve it from errors as much as
possible.

2.1.2. Integrated architecture

The strict way to deal with speech translation is:

t̂ = argmax
t

∑

s

P (t, s|x)

= argmax
t

∑

s

P (t, s)P (x|t, s) (5)

Let’s assume that the acoustic signal representation de-
pends only on the source string, i.e. P (x|t, s) is indepen-
dent of t, then eq. (5) can be written as,

t̂ = argmax
t

∑

s

P (t, s)P (x|s) (6)

In practice, the sum over all possible source strings can
be approximated by the maximum term involved.

t̂ ≈ argmax
t

max
s

P (t, s)P (x|s) (7)

In this approach, the acoustic knowledge is introduced
in the whole FST. The main feature of this approach is it’s
ability to carry out both the recognition and the translation
at the same time. The problem is solved as the equation
(7) suggests, without any more assumptions. In the inte-
grated architecture (shown in Fig. 3), the speech recog-
nizer and the translation system have been coupled into a
unique automaton, the finite-state transducer inferred by
GIATI technique. The whole system works as a speech

recognizer, where the output string is the text translation,
instead of the text transcription, of the input speech.

 

P(x|s)

Integrated net

P(t,s)

s
Σ

t
argmax     P(x|s)P(t,s)

 tx

Figure 3. Integrated architecture for speech translation.
The output of the system is the text translation of an input
speech signal. The system is supported on two knowledge
sources: the acoustic model and the translation model,
both finite state models.

The strings of extended symbols are used to estimate
the language model of such a recognizer, that is, the trans-
lation model of the integrated system. However, only the
lexicon of the input language was transcribed into acous-
tic models and it was then integrated in the whole speech
translation system.

The integrated automaton can be built on the basis
of the text to text translator, just expanding the source
word on one edge by its phonetic transcription, and each
phoneme by the corresponding HMM.

3. EXPERIMENTAL RESULTS

In this section we are going to describe the corpus built
during the last months, and then we show preliminary
experimental results for text and speech input machine
translation using the described techniques.

3.1. Task and corpus

METEUS is the weather forecast corpus composed from
28 months of daily weather forecast reports in the Spanish
and Basque picked from those published in Internet. In
those report pairs bilingual alignment was assured at para-
graph level, but segmentation into sentences was solved
by using statistical techniques, specifically RECalign, a
greedy algorithm [7]. Afterwards each sentence was trans-
lated into English by experts, leading to a trilingual corpus
aligned at sentence level.

The main features of METEUS corpus are shown in
Table 1. The test set consists of 500 training indepen-
dent pairs, all of them different. For speech input ma-
chine translation experiments, this test set was recorded
by 36 bilingual speakers uttering 50 sentence-pairs each,
resulting in around 3.25 hours of audio signal for each
language.

At this point, with the Basque-Spanish sentence pairs
and their counterparts in English, we conclude the work
[3], and we can start experimentation with example-based
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machine translation involving Basque language and in-
cluding English for a matter of comparison with other
works of reference.

Spanish Basque English

Tr
ai

ni
ng

Sentences 14615
Different 7225 7523 6634
Words 191156 187462 195627
Vocabulary 702 1147 498
Average Length 13.0 12.8 13.3

Te
st

Sentences 500
Words 8706 8274 9150
Average Length 17.4 16.5 18.3
Perplexity (3grams) 4.8 6.7 5.8

Table 1. METEUS corpus main features.

There is a great difference in terms of vocabulary size
for the three languages taken into account within the same
application (see Table 1). Basque language is a highly in-
flected language with many different running words, whereas
English is the simplest one. The reliability of the statistics
over a smaller number of words with the same amount of
training sentences, is likely to be higher, therefore, we ex-
pect worse probability distributions to be estimated over
the model involving the Basque language.

3.2. Text-input translation results

The SFST was learned from the training set described in
Table 1. Then, the sentences from the test set were trans-
lated by that SFST. The translation given by the system
was compared with the reference sentence. Two well-
known evaluation measures were taken into account, WER
(Word Error Rate) and PER (Position-independent Error
Rate).

In Table 2 we present some preliminary translation
experiments from Spanish into Basque and into English.
Moreover, we compare our Spanish-Basque translation
results with those provided by Opentrad, the first publicly
available translator including this pair of languages.

Opentrad has been enriched with a bilingual vocab-
ulary and the output has been post-processed in order to
get closer results to the reference-style. Besides, all out-
put words with an alarm symbol have been revised as a
professional translator would do.

Text-input
Spanish-Basque Spanish-English
WER PER WER PER

Transfer 84.1 75.1 – –
Statistical 46.5 37.6 28.1 20.2

Table 2. Error rates for text-input machine translation
for the 500 test sentences in Table 1 using different tech-
niques: transfer and statistics.

As it has been mentioned at the beginning of this work,

these are preliminary results, just to make measures about
the recently harvested trilingual corpus. However, they
have already shown the difficulty of the translation into
Basque since there are much more errors under the same
conditions (Table 2).

If we compare the transfer system versus the statisti-
cal one, the later seems to performs much better, anyway
the difference is not that high if we compare the obtained
translations. The point is that the statistical system can
also learn the translation style, which is a good choice for
simple tasks with restricted domain and construction.

Since only a single reference is available, when the
translation given by the system does not match its ex-
pected translation or reference, it is punished even if it
could be acceptable from a human point of view. Despite
WER and PER are a bit pessimistic evaluation measures,
at list, they are automatic and therefore, objectives. Nev-
ertheless, 50 randomly obtained translations were evalu-
ated by 3 experts, within a ranking of 1-5 (1 the worst
score). Opentrad was given 2 points by the three evalua-
tors, and statistical FST was given 3 points by two eval-
uators and 4 points by the other one. Both, objective and
subjective meassures show that a great effort has to be
done in order to improve Spanish-Basque translation re-
sults for a real practical MT application.

Here we show Spanish into Basque translation exam-
ples obtained by the Transfer (T-sys) and Statistical (S-
sys) systems for the first two test-sentences. In the first
example, the statistical system (S-sys) performs well ex-
cept for the last word (da), which should be dira, since
egonkor mantendu could be taken as a synonym of ez dira
aldatuko. However, the output of the transfer system (T-
sys) is not well formed. In the second example, both sys-
tems offer an appropriate output even if they do not match
the reference.

1. Las temperaturas máximas sin cambios o ligera-
mente más altas.

ref Tenperatura maximoak ez dira aldatuko edo gutxi
igoko dira.

T-sys Aldaketarik gabe edo arinki areago garaiak
tenperatura handienak.

S-sys Tenperatura maximoak egonkor mantendu edo
gutxi igoko da.

2. Brumas y bancos de niebla matinales.

ref Goizean lanbroa eta lainoguneak izango dira.

T-sys Lanbroak eta goizeko lainoguneak.

S-sys Goizean lanbroa eta lainoguneak azalduko
dira.

3.3. Speech-input machine translation results

Speech-input machine translation could be a cheep choice
in order to translate TV weather forecasts. On Table 3 we
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show some translation results making use of the two ar-
chitectures previously mentioned. Those architectures be-
have different for different language pairs. The integrated
one works better for Spanish-English than for Spanish-
Basque. Moreover, in terms of WER, there is not hardly
any difference between text-input and speech-input ma-
chine translation for Spanish-English.

Speech-input
Spanish-Basque Spanish-English
WER PER WER PER

Integrated 57.6 55.6 29.9 27.6
Serial 51.7 42.4 31.0 29.2

Table 3. Error rates for speech-input machine translation
with both Integrated and Serial architectures.

4. CONCLUDING REMARKS

A great effort have been made to harvest a trilingual text
and speech corpus in Basque, Spanish and English for ex-
ample based machine translation. It has been successfully
used for SFST training. Both text and speech-input pre-
liminary translation results have been reported. At this
point, we can compare the Basque language related trans-
lation results with other better exploited languages, such
as Spanish or English.

Experimental results show that SFST models perform
much better on similar languages and they work worse
with morphologically rich languages, in special dealing
with long-distance reorderings, as in the case of Spanish-
Basque language pair.
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