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Abstract

To achieve high quality synthetic emotional speeghit-
selection is the state-of-the-art technique. Néntess, a
large expensive phonetically-segmented corpuseded, and
cost-effective automatic techniques should be studi
According to the HMM experiments in this paper:
segmentation performance can depend heavily on the
segmental or prosodic nature of the intended emotio
(segmental emotions are more difficult to segmemnt
prosodic ones), several emotions should be combioed
obtain a larger training set (especially when pdiso
emotions are involved; this is especially true femall
training sets) and a combination of emphatic anch-no
emphatic emotional recordings (short sentences lasg
paragraphs) can degrade overall performance.

Index Terms: expressive speech, automatic phonetic
segmentation, emotional speech synthesis
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One of the most important trends on Speech Techiedds
the synthesis of emotional speech, which can peovid
naturalness and variability to synthetic speeche Tike of
concatenation-based unit-selection strategies gesvihigh-
quality synthetic speech, although they are not-effective
techniques without automatic support tools. As e&gda
segmented and labelled corpus must be availablehand-
labelling and segmenting are labour-intensive taiesuse of
unit-selection in emotional synthesis has to beethaen
conversion techniques (in order to minimize theorffto
create emotional voices from a neutral one) or ube of
efficient automatic tools to minimize costs.

The main tasks involved in the development of a weige in
this kind of systems are: revision of the phongrtascription
(this is a relatively low-cost task which can berieal out in
parallel with the recording sessions), pitch-epegtraction
(easy to obtain from the EGG signal when recordguhiallel
with the speech signal) and phonetic labelling i(d&fely,
the most expensive task, especially when consigtesc
necessary; more powerful phonetic segmentatiors tslobuld
be adapted to the needs of emotional speech).

Although many papers have addressed automatic fibone
segmentation, no paper has been devoted to howiarabt
speech affects the segmentation process. Howewvertians
severely alter speech characteristics and coul@ lsagreat
influence on the performance of phonetic segmeottati
systems.

In recent years, several methods have been progosed
tackling the automatic phonetic segmentation prob¥ehen
the phonetic transcription is available (also ahllthe
linguistically-constrained approach). The most camm
strategies are based on Dynamic Time Warping (DTDW)
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Hidden Markov Models (HMMs) techniques. The DTW
algorithm is used for carrying out a temporal afigmt
between the sentence to be segmented and an already
segmented version (usually, synthetic speech) factwtime
marks between phones are known [1]. In HMM-based
segmentation systems, the automatic segmentation is
generated through a forced alignment between known
phonetic transcriptions and recorded speech data[2].
Other approaches consider hybrid techniques such as
HMM/ANN-based systems [2] or a refinement of HMM
segmentation [1], [3]. In this paper, we have chosiee
HMM-based system because, nowadays, it is one aft mo
widely employed.

This paper is organized as follows: Section 2 dessr
how segmentation can be affected by expressiveckpéde
Section 3, the Spanish emotional database is intext
Section 4 describes the segmentation system atichiprary
results. Section 5 fully describes emotional speech
segmentation experiments and, finally, conclusicm®
commented in Section 6.

2. Issueson the automatic segmentation of

expressive speech

This paper focuses on automatic phonetic segmentafi
emotional or expressive speech oriented to speguiesis
systems. To the best of our knowledge, there istady about
this task in the literature. The aim of this pajseto address
the following three issues.

Firstly, we will study the behavior of the segmeiota
process when processing each type of the emotiosidered,
in order to determine which emotions can be begneated.

Secondly, in this paper we will study the behawbthe
system when emotions in the training and evaluasiages
are not the same. It is well known that speech geition
system performance dramatically decreases where tisea
mismatch between training and evaluation conditidns to
environmental noise or other types of distorticar gxample,
speech under stress or different speaking stylps Aé the
HMM-based segmentation system shares the mainiplésc
with conventional ASR systems, we may hypothesiaé tthis
drawback may also be present in the segmentatistersy
However, it will be shown that this is not generailue on
emotional speech processing.

Finally, another main challenge related to expuessi
speech segmentation is the small amount of availabl
emotional data for properly training the segmeantagystem.
In this context, we will study the influence of tkeze and
variability of the training set (containing differeemotions or
speaking styles) on the accuracy of the segmentatystem
for expressive speech.



3. Emotional speech and database
description

In this work, we have used the Spanish EmotionakSp
corpus (SES) [5]. It contains two emotional speexdording
sessions played by a professional male actor ecanstically
treated studio. Each recorded session includesy thiords,
fifteen short sentences and three paragraphs, atimylthree
basic or primary emotionssgdness happinessand cold
anged, one secondary emotion (surprise) and a neutral
speaking style. The text uttered by the actor ditlaonvey
any explicit emotional content.

This parallel corpus was phonetically labeled in a
semiautomatic way. An automatic pitch extractiomgsam
was used, but the outcome was manually revisedgusain
graphical audio-editor program, also used for liocatand
labeling phonemes boundaries.

The assessment of the emotional voice was aimed at
judging the appropriateness of SES recordingsraedel for
recognizable emotional speech [6]. Perceptual cypyhesis
experiments [5], [7], where durations and styliz&®
contours were mixed with emotional or neutral dipbs
showed the different speech characteristics of emebtion.
Table 1 shows thatold angeris the most identifiable
emotion using just segmental information (95.6%)d an
surprisedoes not present any clear segmental pattern §9.5%

Emotion diphones | Neutral diphones+
SOOI + Neutral prosody emotion prosody
Happiness 52.4% 19%
Cold anger 95.6% 7.1%
Surprise 9.5% 76.2%
Sadness 45.2% 66.5%

Table 1. A mixed-emotion perceptual test.

Emotional patterns were also evaluated by means of
automatic identification experiments [8]. Emotional
information was analyzed using segmental (MFCC) and
prosodic information (FO-related statistics). Whdioth
sources of information were combined, better clesdion
rates were obtained. Table 2 shows the identificatesults
obtained with both segmental and prosodic featutesn be
observed that they are correlated with the peregptu
experiments in Table 1. In particular, results aomfthe
segmental and prosodic nature ahger and surprise,
respectively. Neverthelessadnesss fully identifiable from
the MFCC vector without the support of any prosodatiire.
Therefore, all the emotions present certain disodtive
segmental characteristics that allow them to besifiad by
an automatic system, although sometimes these seaime
features are identified by human listeners.

Based on FO
EMOTION Based on MFCC Satistics
Happiness 91.1% 44.4%
Anger 97.8% 48.9%
Surprise 66.9% 95.6%
Sadness 100% 75.6%
Neutral 73.3% 66.7%

Table 2. Automatic identification experiments.

These emotional rubrics and the different resudtsvben
perceptual and automatic experiments, suggességahental

differences could affect the segmentation perfogaaro that
the optimal segmentation strategy for each ematfauld be
emotion-dependent.

4. Automatic segmentation system

4.1. System description

The segmentation system is based on Hidden Markodeld
(HMMs) and it has been developed using the HTKKib§9].
Automatic segmentation is generated by carryingeofarced
alignment between speech data and the corresponding
phonetic transcription by means of the Viterbi aitpmn.
Boundaries between phonemes are placed at therstants

in which transitions between the corresponding Hixhigldels
occur [1].

We have considered a repertory of 29 or 50 Spanish
phonemes, each of them represented by a left-ta-cigntext-
independent continuous density HMM (CI HMM) modettwi
three states. More complex models could be used (fo
example, triphones); however, the limited amountraihing
data makes more adequate to use simpler modelsavfitiv
gaussians per state [10]. Models are trained ushwy
conventional Baum-Welch algorithm on the phonetic
transcription of the sentences in the training bat, not the
manual time marks. It is worth noting that, in teense, we
can consider this process to be an unsupervisebecause
no information about the manual segmentation ofthi@ing
database is used.

As feature vectors, the system uses 12 MFCCs, 1 log-
energy and their corresponding first and secondvatéres.
Parameters are extracted with a 25 ms analysisomirathd a
5 ms delay between frames.

4.2. Preliminary experiments

In order to guarantee the correct performance efsystem,

we have carried out a preliminary experimentatidth whe
NatVox database. This database was intended ftrictes-
domain synthesis and it was recorded by the Speech
Technology Group at Universidad Politécnica de Nhdit
comprises 922 sentences read by a female speakeutral-
style Castilian Spanish. We have used a small pathe
database (about 20 minutes of speech), for bothiricaand
evaluation.

The system is evaluated by comparing the time marks
produced by the automatic system and the manual
segmentation generated by a human expert. The stafioa
error is the percentage of boundaries which areriectly
placed when compared to the reference. Usually,nwust
allow a small deviation (called tolerance) betwetre
automatic and manual marks, in order to take irtcoant
possible inconsistencies in the manual segmentdttm

Results obtained with the HMM-based system with
several gaussians per state (from 1 to 5) and iffterent
tolerances (from 5 ms to 25 ms) are presented loleTa As
can be observed, the best performance is obtaintd av
mixture of two gaussians. In order to check whettre
models are adequately trained or not, we carrigcacset of
automatic speech recognition experiments. The tesul
obtained are shown in the column labelled as “PHON.
ERROR (%)"in Table 3. Note that, in these experimettiis,
vocabulary of the task was only composed by thertepy of
phonemes previously mentioned, so the recognizemgrhe
sequence could contain substitution, deletion arsgriion
errors. In this case, as the number of gaussiameases, the



phoneme recognition error decreases, so we canuctnthat
models are correctly trained. From these experisjem can
draw the conclusion that a good acoustic modeling f
supervised speech recognition is not necessarilgoad
acoustic modeling for unsupervised phonetic segatient

SEGMENTATION ERROR (%) PHON.

#O.f 5ms | 10ms | 15ms | 20ms | 25 ms ERROR
gaussians (%)

1g9. [68.63%042.31%23.49%13.08% 8.23%|30.83%
29. [67.88%440.13%22.01%12.65% 8.05%]22.09%
30. [70.95%445.29%26.27%15.04% 9.06%|17.21%
49. |72.249%47.01%27.52%416.18%10.01% 13.43%
5g9. [72.60%447.90%28.30%16.65%10.45% 12.14%

Table 3. Segmentation error rate (%) for different
tolerances and phoneme recognition error (%) on the
NatVox database.

We have computed segmentation error statistics per
transition between phonemes grouped in broad da3dds
information can be useful for determining whethdvis
perform better or worse for some transitions thandthers
and whether temporal mark shifts of certain tréams#
presents the same bias. From these statistics, awe h
observed that almost 33% of boundary errors oatwoivel-
vowel, vowel-nasal and vowel-silence transitiongisTfact
confirms the habitual discrepancies with respethéomanual
transcriptions. These transitions are also diffital segment
for human experts.

5. Experimentson the SES database

In this section, we describe the experiments chwigt on the
SES database. The segmentation system used ishihé H
based one described in subsection 4.1 with a sebOof
phonemes modelled by CI HMMs with mixtures of three
gaussians per state. All the experiments describeldw
correspond to 20 ms tolerance. For each emoti@ntetst set
comprises three paragraphs, while the trainingesatept for
the experiment in subsection 5.1) comprised athefm.

5.1. Influence of thetraining set

In Table 4, we show results on three sets of tngimaterial
(short segmented sentences, a small set of seginente
paragraphs and a larger set of non-segmented pate)r
with only set for training (segmented paragraphising the
larger and smaller set of paragraphs resulted ihetier
performance when compared to just using the smetl s
(because of the shortage of training data). Howetlee
combined training set that comprises both paragramid
sentences did not significantly improve the parplysascore,
because of the different way of emphasizing theesamotion

in paragraphs and in short sentences. The impraveme
surprise is due to the prosodic nature of this @motthe
prosody of surprised paragraphs and sentences agnerr
different, but the segmental components (which most
influence segmentation results) are quite similar.

As can be observed, in all the emotions, the irserezf
training data with the same speaking style (“snsaf” vs.
“all’) produces an improvement in the performandetie
system. This improvement is especially high wdtlrprise
speech, in which the segmentation error rate dsesetom
14.46% to 9.75%. On the contrary, the lower improeet is
achieved witrsadness

However, when adding training data with a different
speaking style (short sentences) to the paragrafies,
segmentation system performance only improves thlidbr
happiness sadness and neutral speech. Even the
segmentation error rate slightly increases in stwaases (for
example, withneutral speech, the error increases from 8.60 %
to 9.04 % when mixing all the paragraphs and tmtesees).
Surpriseis the only emotion that gets profit from all the
training data available.

From these experiments we can conclude that thhedne
of the training data with material of the same &peastyle is
beneficial for the segmentation system, while usilaga of
different styles does not help to improve the penfince of
the system, with the exceptionafrprise

TEST EMOTION

Tgé'll'N Happiness| Surprise | Sadness | Neutral

Paragraph o . . :

(sl 0 9.90% | 14.46% | 15.29%| 10.71
Paragraph (small 0 . ; )
o) 3 contenes | 10-15% | 10.78% 15.21%| 10.10

Pargﬂlr)aph 8.87% | 9.75% | 14.96%| 8.60%
Paragraph (all) +| g 700, | 82106 | 14.45%| 9.04%

Sentences

Table 4. Segmentation error rate (%) on SES
database for 20 ms tolerance and several trainietg s

5.2. Influence of the emotion type

In the experiments described in this section, weeha
considered three types of emotional speech: hagpine
surprise and sadness, as well as a neutral spestkieg

Table 5 shows the confusion matrix obtained whgimgr
to segment each emotion with a segmentation syftahwas
trained with another type of emotional speech.

TEST EMOTION
EJ%’?‘_II';N Happiness| Surprise | Sadness Neutral
Happiness 8.87% 8.73% 12.18% 6.58%
Surprise 8.79% 9.75% 15.13% 7.81%
Sadness 7.42% 12.15% | 14.96% 7.55%
Neutral 9.22% 14.37% | 15.71% 8.60%
All 7.94% 7.78% 12.77% 7.55%

Table 5. Segmentation error rate (%) for several
train-test configurations (20 ms tolerance).

From Table 5, it can be observed that, surprisingty
emotion is best segmented when using the systémedravith
the same emotional speech. In fact, the best trgidata are
happy recordings which produce the best performance for
segmentingurprise sadnesandneutral speech.

Sadnessvas the most difficult to segment emotion. In the
subjective evaluation sessiondappinesswas the most
difficult to identify emotion. On the contrary, rteai-style
recordings are the best segmented data, followdwppiness
and surprise. Neutral and happiness are relatinsinsitive
to the training emotion. However, surprise perforoetter
with happiness and surprise data and poorly witiness and
with neutral speech.



Sadness was the worst segmented emotion, obtaiméng
best results when segmented with happiness mddetmtive
emotions (sadness and cold-anger) proved to bemibst
segmental emotions in the listening and automagstst
Emotions are called segmental when they are mainly
identified because of their non-prosodic charasties. As
angry paragraphs were not manually segmented, weda
out an evaluation experiment with the segmentedrtsho
sentences; resulting in angry and sad recordindpe tpoorly
segmented (when using models from all the emotional
paragraphs, sad and angry scores under 20 ms We&58%
and 16.28%, respectively, while the remaining eordi
scored from 12.07% to 13.10%).

The fastest emotion, happiness, seems to be the bes ¢

emotion for training: fast-speech models can be#eognize
slow-speech than the other way around. Similar lesans
can be drawn from other experimental configurations
different number of gaussians or segmentationdales.

5.3. Relationship between speech recognition and
segmentation accur acies

Table 6 shows the phone recognition error rateinddawvhen
trying to recognize phonemes of each emotion wilystem
that was trained with another type of emotionakspe

TEST EMOTION
EI\-}I-?)AI'III(\I)N Happiness| Surprise | Sadness | Neutral
Happiness | 18.30% | 39.22% | 44.48% 46.76%
Surprise 51.77% | 16.71% | 87.31% 56.10%
Sadness 42.70% 51.15%| 18.95% | 56.76%
Neutral 47.98% 46.80%| 68.53% | 17.77%

Table 6. Phone recognition error rate (%) on the SES
database for different train-test configurations.

As phonetic segmentation is an unsupervised task (n
supervised as ASR), segmentation performance cabeot
predicted from recognition results even on the sdatabase
because segmentation is a side effect of the réomgn
process. Segmentation is not severely affectedrdip-test
mismatches because it cannot be over-trained ahdsitnot
been ML-optimized for segmentation, but for phoneti
decoding.

6. Discussion and conclusions

The emotional speech segmentation experiments fhawit

is worthwhile combining all similar emotional m&tgrin a
large training set, to reduce the shortage of (7% is the
mean average score when there are as many traeisgas
available emotions; and we get 9.16 when a 4-emotio
training set is used). When we used just the ssegnented
paragraph set, the improvement by combinationgatgr.

However, it is not worthwhile combining these ratings
to make a larger training set, because there gmfisant
differences between the way of simulating the sametions
in short sentences and long paragraphs.

In this unsupervised task, a small number of ganss{1-

3) results in better performance, even when a greggdining
set is used.

Regarding cross-emotion segmentation, experiments
suggest that neutral and happy recordings aredstiaining
material for the other emotions, and surprise aadness
perform poorer.

From the experiments and discussion, we can coachat:

* Segmentation performance depends on the segmental o
prosodic nature of the intended emotion: segmental
emotions are more difficult to segment than prosadies.

e Several emotions should be combined to obtain getar
training set, especially when prosodic emotions are
involved. This is especially true for smaller tiaip sets.

¢ A combination of emphatic and non-emphatic emotiona
recordings (short sentences vs. long paragraphs) ca
degrade overall performance.

Some future research lines are:

To carry out experiments on a larger multi-speaker
database.

¢ To use MMC-based unsupervised techniques to improve
HMM segmentation performance.

« To try adaptation techniques to make use of auailab
multi-speaker neutral speech databases.
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