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ABSTRACT

Handwritten Text Recognition (HTR) has gained a lot
of attention during the last few years. On the one hand,
there exists a large number of applications that can benefit
from it. On the other hand, HTR is similar to Automatic
Speech Recognition (ASR). Thus, modelling techniques
can be easily adapted and most of the already available
ASR tools can be used to train and evaluate HTR systems
quite straightforwardly. However, HTR performance is
still far from perfect and post-editing is needed. This post-
editing can be made efficiently by means of Computer As-
sisted Transcription of Handwritten Text Images (CATTI)
tools, which iteratively interact with the user to achieve
the desired transcription. Typically, this interaction has
been made via mouse and keyboard. In this paper, we
present the development of a new CATTI system which
uses speech as an additional mean of interaction. The sys-
tem is build upon a generic recogniser both for speech and
handwriting recognition.

1. INTRODUCTION

Handwriting recognition has become an interesting task
in the last years due to its multiple applications. These
applications cover from the use of mobile devices where
handwritten input is used [1] to the transcription of hand-
written documents, specially of ancient documents with
high historic value [2].

The recent success of Handwritten Text Recognition
(HTR) is based on the use of models that were previously
used in other tasks such as speech recognition. Nowa-
days, handwritting recognition systems make use of Hid-
den Markov Models (HMM) to define the morphological
features of the handwritten text [3]. They also use lan-
guage models (usually N-grams) to define the relations
between the words to be recognised.
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However, recognition accuracy is far to be perfect,
and post-editing is usually needed. Apart from the classi-
cal post-editing techniques, based on keyboard and mouse
input, a novel approach is the use of speech to validate
the correctly recognised text. This approach has been
previously used in other computer-assisted task, such as
Computer-Assisted Translation (CAT) [4], with promis-
ing results. Moreover, the validation of the correct recog-
nition by the user entails the possibility of using this in-
formation as feedback to improve the recognition models.

In this paper, we show the development of a Computer-
Assisted Transcription of Handwritten Text Images
(CATTI) [2] system which uses validation based on speech
input, i.e., a multimodal system. The system is build
using a generic recogniser, the iATROS toolkit [5], which
allows an easy construction of multimodal applications.
The iATROS toolkit can perform handwriting and speech
recognition. Both types of recognitions use models of the
same nature and the same search process.

The paper is organised as follows: Section 2 presents
the theoretical foundations of the CATTI process and the
integration of the speech input in the CATTI framework.
Section 3 describes the use of our CATTI system. Sec-
tion 4 specifies the architecture and relations between the
different modules that have been used in the construction
of our system. Section 5 presents some conclusions and
future improvements for the system.

2. FRAMEWORK

This section introduces the theoretical framework of the
CATTI process and how speech input can be incorpo-
rated.

2.1. Handwritten text recognition

The traditional handwritten text recognition problem can
be formulated as the problem of finding the most likely
word sequence, ŵ, for a given handwritten sentence image
represented by a feature vector sequence x, i. e., ŵ =
argmaxw Pr(w|x). Using the Bayes’ rule we can de-
compose the probability Pr(w|x) into two probabilities,
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x

INTER-0 p
ŝ antiguos cuidadores que en el castillo sus llamadas

INTER-1 v
â antiguos
p antiguos
ŝ ciudadanos que en el castillo sus llamadas
v

INTER-2 â en
p antiguos ciudadanos que en
ŝ Castilla se llamaban

FINAL v
â #

p ≡ w antiguos ciudadanos que en Castilla se llamaban

Figure 1. Example of speech interaction with a computer-assisted transcription of handwritten text images. Given a
handwritten text image x, the system finds its most likely transcription ŝ. Then, the user validates its longest error-free
prefix p by uttering (v) the last correct word (â). Next, the new prefix p is taken by the system to suggest a new improved
hypothesis ŝ. This loop is repeated until a transcription is deemed satisfactory by the user, indicated by “#” in the figure.
System suggestions are printed in italics, text decoded from user speech in boldface. In the final translation w, words
uttered by the user are those that appear in underlined boldface.

Pr(x|w) and Pr(w), representing morphological-lexical
knowledge and syntactic knowledge, respectively:

ŵ = arg max
w

Pr(w|x) = argmax
w

Pr(x|w)·Pr(w) (1)

Pr(x|w) is typically approximated by concatenated cha-
racter models (usually hidden Markov models [6, 7]) and
Pr(w) is approximated by a word language model (usually
n-grams [6]).

In the CATTI framework [2, 8], in addition to the
given feature sequence, x, a prefix p of the transcription
(validated and/or corrected by the user) is available and
the HTR should try to complete this prefix by searching
for a most likely suffix ŝ as:

ŝ = argmax
s

Pr(s|x, p)

= argmax
s

Pr(x|p, s) · Pr(s|p) . (2)

Equation (2) is very similar to (1), being w the concatena-
tion of p and s. The main difference is that now p is given.
Therefore, the search must be performed over all possible
suffixes s following p and the language model probability
Pr(s|p) must account for the words that can be written
after the prefix p.

2.2. Interaction with speech

In the scenario described in the previous section, the user
interacts with the system to achieve a better transcription
of the original text. Typically, the user validates and/or
corrects the prefix with the keyboard and the mouse. How-
ever, this interaction would be more natural and efficient
if the user could interact with the speech as well. For
that reason, we present an alternative way for the user to
interact with the system by means of a speech recogniser
in a similar fashion of what was proposed in [4].

The problem of speech recognition can be formulated
in a similar way to the problem of handwritten text recog-
nition in Equation (1). Let be v the vector of features
representing the speech signal, a a sequence of words
indicating the action to be performed and p(v|a, ŵ) the
phonological-lexical knowledge. p(a, ŵ) is a language
model of the possible actions that are understood by the
system (usually a finite state machine). This model is
constrained to the current iteration hypothesis and to the
limited set of actions that are allowed at this iteration. As
a result, the problem of obtaining the most likely word
sequence of the action, â, given the speech utterance v

from the user and the current most likely transcription ŵ

can be written as:

â = arg max
a

Pr(a|v, ŵ)

= arg max
a

Pr(v|a, ŵ) · Pr(a, ŵ) . (3)

3. SPEECH INTERACTION WITH A
COMPUTER-ASSISTED TRANSCRIPTION

SYSTEM

This section details the use of a CATTI system with speech
interaction, illustrated in Figure 1. The described CATTI
system is similar to that explained in [9]. Given a hand-
written text image, the iterative process starts when the
HTR module proposes a full transcription ŝ of the fea-
ture vectors sequence x, extracted from the image. Then,
the human transcriptor (namely the user of our system)
checks this hypothesis until he or she finds a mistake. In
this way, he or she validates a prefix p of the transcrip-
tion which is error-free. In our case, this validation can
be carried out by means of the keyboard or speech: in the
former, by moving the cursor until the last correct word;
in the latter, just by uttering that word (â). In this way,
the user is not only validating an error-free prefix from
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Figure 2. System architecture. From a given handwritten text image, a HTR system (which involves preprocessing,
feature extraction, and recognition) produces a word graph of possible transcriptions. This word graph is taken by the
Computer-Assisted Transcription System, which starts an iterative process where the user interacts with the system to
achieve an error-free transcription. That interaction can be performed by means of speech, the keyboard or the mouse. If
speech is employed, the ASR module is in charge of its acquisition, preprocessing and recognition. For further details on
this process, see section 3.

the transcription, but also indicating to the system that
the following word in the hypothesis is wrong. With that
information, the system can suggest an new appropriate
suffix ŝ to continue that prefix. This cycle is repeated un-
til a correct transcription w of x is accepted by the user
by typing an acceptance key sequence or by uttering a
reserved acceptance word (in our case, “accept”). There
is another special situation in which the first word of the
suffix is wrong. In this case, the user just needs to utter
a reserved rejection word, and the system will propose a
new suffix beginning from a different word.

4. SYSTEM ARCHITECTURE

Figure 2 shows a diagram of the system architecture, while
Figure 3 is a screen capture of the graphical interface of
the application which implements this architecture. Our
system is composed of three main components: a HTR
system, a CATTI system, and an Automatic Speech Recog-
nition (ASR) system. Given a handwritten text image, the
HTR system obtains a word graph with the most likely
transcriptions. This word graph is employed by the CATTI
system to perform the decoding process, looking for the
most probable transcription taking into account the cur-
rent validated prefix and applying error-correcting tech-
niques when the current prefix is not in the word graph [10].
The CATTI module interacts with the user until the final
transcription is achieved (see Section 3 for more details).
That interaction can be carried out by means of speech,
which is recognized by the ASR system.

Both the HTR and the ASR systems have been im-

plemented based on the iATROS toolkit [5]. Their struc-
ture is similar: given an input (respectively, a handwrit-
ten text image and an audio signal) the iATROS toolkit
is in charge of its preprocessing, the extraction of the
feature vectors, and a search based on Viterbi. In both
cases, models and search are of the same nature. HTR
preprocesses the image to filter out noise, recover hand-
written strokes from degraded images and reduce variabi-
lity of text styles [11]; then, it extracts the image features,
where a feature vector sequence is obtained as the repre-
sentation of the handwritten text image; and finally, the
iATROS recognition module obtains the most likely word
sequences for the feature vectors in form of a word graph.
ASR acquires an utterance from the user, which is pre-
processed, and a final recognition is obtained. As seen
in section 3, this speech interaction is used for validation
purposes, so the language model must be built from the
current suffix and the validation/acceptance/rejection re-
served words. The small size of this language model en-
sures a nearly perfect speech recognition.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the development of a
Computer-Assisted Transcription of Handwritten Text Ima-
ges system in which speech was employed to perform the
user-machine interaction.

In this way, the decoding of a human transcriptor ut-
terance is used to validate a prefix of the final transcrip-
tion. This prefix is taken into account by the CATTI sys-
tem to suggest a new suffix. The human transcriptor can
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Figure 3. Interface. The original handwritten image appears in the Preview box. After an initial transcription is proposed
by the system, the user can select a correct prefix and ask for the suffix that best completes it. In the example, once read
the suggested transcription, the user decides that its longest error-free prefix is aceptado y. Then, he or she pushes the
Speak button to begin to speak, and utters hasta y to select the last correct word. The system will take the new prefix
aceptado y and try to complete it by suggesting a new suffix.

then accept it or partially validate it by means of speech or
by typing in an iterative way until a satisfactory, correct
transcription is finally produced.

The iATROS toolkit has been succesfully employed
to implement the Handwritten Text Recognition and the
Automatic Speech Recognition modules.

In future versions of our system, speaker adaptation
techniques could be easily introduced [12], which could
improve the speech recognition quality.

In addition, our system could take profit of the user
amendments to improve the models quality. In this way,
each new iteration, the necessary effort by the user to
achieve the correct transcription would be lower, which
would enhance both the ergonomics of the system and the
user’s productivity.
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