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RESUMEN 

 
In face-to-face communication both visual and auditory information play an obvious and significant role. 

Traditionally in phonetic research the auditory effects of speech production have been the primary object of study. 
However, when it comes to the non-verbal aspects of speech communication the primary nature of acoustics is not as 
evident, and understanding the interactions between visual expressions, dialogue functions and the acoustics of the 
corresponding speech presents a substantial challenge. Some of the visual articulation is for obvious reasons closely 
related to the speech acoustics (e.g. movements of the lips and jaw), but there is other articulatory movement 
affecting speech acoustics that is not visible on the outside of the face. On the other hand, many facial gestures used 
for communicative purposes do not affect the acoustics directly, but might nevertheless be connected on a higher 
communicative level in which the timing of the gestures could play an important role. The context of much of our 
research regarding these questions is to be able to create an animated talking agent capable of displaying realistic 
communicative behavior and suitable for use in conversational spoken language systems.  

Useful applications of talking heads include aids for the hearing impaired, educational software, audiovisual 
human perception experiments, entertainment, and high quality audiovisual text-to-speech synthesis for applications 
such as news reading. The use of the talking head aims at increasing effectiveness by building on the user’s social 
skills to improve the flow of the dialogue. Visual cues to feedback, turntaking and signaling the system’s internal 
state are key aspects of effective interaction. 

The focus of this paper is to present an overview of some of the research involved in the development of 
audiovisual synthesis to improve the talking head. Some examples of results and applications involving the analysis 
and modeling of acoustic and visual aspects of verbal and non-verbal communication are presented. 
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