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Abstract

In this paper we describe MedAlert, a system which auto-
matically extracts information from free-text discharge sum-
maries written in Portuguese. We introduce a corpus of 915
hypertension related discharge letters and the method used to
create the discharge letters representation model. MedAlert is
based on an open-source framework and its components use
natural language processing principles to discover elements
of the knowledge model. We evaluate MedAlert precision
using a set of 10 discharge letters from the MedAlert corpus
from which 339 named entities were recognized. MedAlert
achieves an entity recognition precision of 1 for entities such
as anatomical sites, evolutions and dates and 0.93-0.99 for
conditions, findings and therapeutics. A precision value of 0.69
is reported for examination entities due to to the recognition of
active substances, such as insulin, as laboratory examinations.
Index Terms: information extraction, medical language pro-
cessing, medical knowledge representation

1. Introduction

In order to perform research and to improve standards of health
care it is required the access to a variety of data sources. The
knowledge contained in unstructured textual documents like
clinical notes and discharge summaries is critical to achieve
these goals.

To bridge the gap between free-text and structured infor-
mation, an automatic and highly accurate mapping of free-text
reports onto a structured representation is required. Natural
Language Processing (NLP) systems can retrieve named entities
such as diseases and anatomical sites, and may be able to
provide links between them in case of a relationship.

In this paper we describe the method used to create a
structured representation of the discharge summaries and we
describe our system, MedAlert, which automatically recognizes
the entities mentioned in the reports. We also report on the
performance of MedAlert, measured on a set of discharge sum-
maries of patients admitted with hypertension related disorders.

This system has great clinical value: it can increase the
classification of patients for practice management (how many
patients with cerebral hemorrhage were received), for research
(how many patients used a specific of drug with success),
quality control (how many patients with cerebral hemorrhage
were received and which were their outcome). In addiction,
it would allow physicians to continue to practice using their
current descriptive language in free-text reports without a re-
quirement to enter structured data in a complex, time consuming
computer-based system.

This paper is organized as follows: Section 1.1 presents
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some related work in the area of medical language processing
systems and its resources. Section 2 discusses the terminologies
used in the system. In particular, Section 2.1 provides details
about the corpus and the manual annotation process while Sec-
tion 2.2 presents the knowledge sources used. The architecture
of MedALERT, the Medical Language Processing System, is
the focus of Section 3. Section 4 presents the evaluation results
of entity recognition from the set of free-text reports. We
conclude in Section 5 with some future work directions.

1.1. Related work

The goal of information extraction (IE) is to extract structured
and semantically well defined concepts from unstructured data
sources to facilitate access and retrieval of information [1]. In
the clinical domain, information extraction has the potential to
help clinicians rapidly answer questions such as How many pa-
tients were diagnosed in 2007 with cerebrovascular diseases?,
What percentage of these patients had also hypertension? There
are multiple approaches to building IE systems. In gen-
eral, such systems have NLP components such as tokenizers,
part-of-speech taggers and parsers. Two separate frameworks
for building information extraction systems were developed
and made available as open-source components. One is the
Generalized Architecture for Text Engineering (GATE) [3]
and the other is the Unstructured Information Management
Architecture (UIMA) [2]. Some of the state-of-the-art IE
systems in the biomedical and clinical domain are presented
in [4] and [5]. The caTIES system [6] extracts several types
of named entities (NE) such as histology, anatomical site, size
and grade and is based on the GATE framework. No results
have yet been published. MedLEE, another clinical natural
language processing IE system, extracts domain knowledge
from a variety of unstructured reports, such as discharge sum-
maries, radiology reports and pathology reports [7]. MedLEE
focus on extracting named entities but there seems to be no
results published for extracting information from pathology
reports using MedLEE. MedTAS/P, Medical Text Analysis
System/Pathology, is a system for the automatic conversion of
unstructured pathology reports into a structured and codified
knowledge source according to a Cancer Disease Knowledge
Representation Model. It is part of a clinical NLP-based system
as described in [1]. MedTAS/P achieves Fl-scores of 0.97-
1.0 for instantiating classes in the knowledge representation
model such as histologies or anatomical sites. To the best of
our knowledge there as been no effort to develop a system for
the extraction of information from clinical reports written in
Portuguese and in Portuguese hospitals.
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2. Resources
2.1. MedAlert corpus

The biomedical community hasn’t yet, to our knowledge, de-
veloped a gold-standard training and test corpus of annotated
clinical reports written in English which can be used as a
shared standard for evaluating automatic knowledge extraction
system. The same is valid when referring to Portuguese reports.
Therefore, the development of detailed manually annotated
corpus for training, validating and evaluating the system is of
extreme importance.

For the training, validation and evaluation of the MedAlert
system we created a corpus of 915 free text discharge letters
written in Portuguese from the Infante D. Pedro Hospital in
Aveiro, Portugal. These discharge letters refer to patients
admitted with hypertension related problems.

These discharge summaries contain the information added
by the clinician during the period the patient was admitted in
the hospital. They are divided into 6 sections, each containing
information about the patient admission motive, clinical history,
physical examination, evolution, therapeutics applied during
admission and destiny recommended to the patient after dis-
charge, respectively. The documents do not have any personal
data and therefore it is not possible to identify the patient
through the analysis of the discharge letters. Table 1 shows
the distribution of information in the corpus, in particular the
amount of texts, sentences and tokens for each structure.

Table 1: Corpus MedAlert

Tokens Sentences Texts
Admission motive 1989 225 162
Clinical history 22 386 1 066 185
Physical Examination | 7 865 711 134
Evolution 8998 506 154
Therapeutic 6299 219 159
Destiny 4158 262 120
Total 51 695 2989 914

Given the expense of human annotation, the gold standard
set has to be a relatively small subset of the whole corpus of
915 documents. Therefore, to create the gold standard corpus
we used a random sample of approximately 10% of the corpus,
making a total of 90 documents.

In order to ensure consistency, critical to the quality of the
gold standard, it is important that all documents are annotated to
the same standard. This is accomplished by a set of guidelines
describing in detail what should and should not be annotated
and other important considerations such as how to decide if two
entities are related and how to deal with co-reference. This
guidelines also provide a sequence of steps, a recipe, which
annotators should follow when working on a document. The
guidelines were developed through a rigorous iterative process
by a small team of computational linguistics and clinicians.
They were tested against a significant number of documents
before the use on the final gold standard.

The resulting representation model, the MedAlert Dis-
charge Letters Representation Model (MDLRM) was imple-
mented within Knowtator [8], a Protégé [9] plugin. The
gold standard set is currently being manually annotated by
a linguistic and a clinician. The annotators manually fill in
the attributes and relations in the classes of the representation
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model with information from the reports using the Knowtator
tool.

Table 2 presents the entities defined in the MDLRM which
were used in the entity recognition task presented in this paper.

Table 2: MedAlert Entities

Classes
Condition

Description

Complications, conditions and other
problems manifested by a patient;
Anatomical structure or location, nor-
mally the locus of a Condition;

The clinical evolution of the patient or
Condition after a given Therapeutics;
Interaction between doctor and patient
or Anatomical Site with the purpose of
measuring or studying some aspect of
a Condition;

The numeric or qualitative finding of
an Examination, excluding Condition;
Geographically defined location, nor-
mally where an Examination or Ther-
apeutic is performed;

Action performed by a clinician tar-
geted at a patient, Anatomical Site
or Condition with the purpose of
changing or treating a Condition;
Temporal expressions, including dates
and times (absolute or relative), dura-
tion and frequencies;

Absolute or relative quantifications or
classifications;

Anatomical Site
Evolution

Examination

Finding

Location

Therapeutic

DateTime

Value

2.1.1. Development and evaluation sets

For the purpose of development we used the set of documents
not used in the manual annotation task, ie, the 825 documents
of the corpus which do not belong to the gold standard set
were used to develop the system. The entity recognition task
described in this paper is evaluated on regards to precision
against a randomly selected set of 10 discharge letters belonging
to the set gold standard set.

2.2. MedAlert ontologies

In this project we used two codified terminologies and a
drugs ontology as the underlying terminologies for Condi-
tions, Examinations, Anatomical Sites and Therapeutics entities
recognition. Namely, we used the International Classification
of Diseases - Ninth Revision, Clinical Modification (ICD-9-
CM) and the Unified Medical Language System (UMLS) [10]
as codified terminologies. The drugs ontology was created
in a semi-automatic way using the information provided by
INFARMED, the National Authority of Medicines and Health
Products and by the Hospital regarding the medication used and
available in the institution. It has a total of 5 228 instances
of Medication and Active Substances (and the corresponding
relationships between these).

These terminologies, particularly the UMLS semantic net-
work, allows the use of specified vocabularies in entity recog-
nition avoiding the manual creation of lists and gazetteers. This
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resource and its use in MedAlert is described in more detail in
Section 2.2.1. The ICD9 terminology is intended to be used
in a future task of automatically assigning codes to the health
conditions described in the discharge summaries.

2.2.1. UMLS

The UMLS [10] is a compendium of many controlled vocabu-
laries in biomedical sciences. It provides a mapping structure
among these vocabularies and thus allows one to translate
among the various terminology systems. It may also be viewed
as a comprehensive thesaurus and ontology of biomedical
concepts. UMLS main purpose is to facilitate the development
of computer systems that behave as if they 'understand’ the
meaning of the language of biomedicine and health.

In order to develop the system presented in this paper we
used the 2009 UMLS version and particularly the Portuguese
translation of MeSH (the National Library of Medicine’s con-
trolled vocabulary thesaurus, a sets of terms naming descriptors
in a hierarchical structure that allows search at various levels of
specificity.), the DeCS.

3. System Architecture

MedAlert, the medical language processing system, is based on
natural language processing principles and contains both rule-
based and machine-learning based components and runs within
UIMA framework. An application within such framework
consists of a set of programs (annotators), each having a
configuration file in XML format being the execution sequence,
or pipeline, of annotators also described in a configuration
file. Annotators mark up an unstructured textual document,
inserting ’annotations’ that can be associated with a particular
piece of text or which can contain objects for other annotations.
A subsequent annotator can read and process all previously
created annotations. MedALERT, provides a mechanism to use
external resources, such as terminologies and ontologies.

The system pipeline can be broken into several compo-
nents:

1. Ingestion - a component which reads the patient dis-
charge letters XML files and converts them into plain
text while keeping information about the document’s
structure. Also this component is responsible for reading
the knowledge sources and converting them into the
MedAlert type system.

2. General natural language processing - component for
sentence discovery, tokenization, part-of-speech tagging
and shallow parsing. This component contains an abbre-
viation sensitive sentence splitter.

3. Named entity recognition - this component identifies
the concepts defined in the MDLRM based on specified
terminology. It also determines negation, lateralization
and other modifiers of an entity.

3.1. Ingestion

The document ingestion annotator converts embedded tags of
an input document or set of documents into annotations and si-
multaneously adds information as the sections of the document
and header information containing the episode number and the
codes assign to the episode. The terminologies used are also
read in this component and added to UIMA type systems in
order to be available in the annotation as the documents are
analyzed.
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3.2. General Natural Language processing

This component starts by identifying the abbreviations con-
tained in the document. This step is critical for a correct deter-
mination of sentence boundaries as for abbreviations containing
a period, the process of identifying them involves solving the
sentence boundary problem as well (e.g. Dr. should not be
considered the end of sentence). We developed a method for
detecting abbreviations in clinical notes which is a heuristic
rule-based program developed by observing several discharge
letters. It utilizes information concerning word formation,
such as capital letters, numeric and alphabetic characters and
their combinations, together with the a list of Portuguese
words created from a general corpus of Portuguese, the corpus
developed to be used in the second evaluation contest for named
entity recognition in Portuguese, the HAREM II [13] (with 784
119 words). In particular, if a word contains special characters
such as “-” and “.”’, has less than 6 characters, is lower case and
is not in the Portuguese list it is considered an abbreviation.

Part of this component are also a tokenizer and a part-of-
speech tagger based on the popular Tree Tagger [11]. The
component also contains a context tokenizer which is a regular
expression annotator that in conjunction with short lists dis-
covers textual mentions describing dimensions and sizes, dates,
number, etc.

3.3. Named entity recognition

The named entity recognition (NER) component is one of
the most important components of the system. This compo-
nent makes use of the terminologies to recognize the entities
belonging to the knowledge model. As exact string match
is not sufficient to recognize entities in unstructured text,
the NER annotators have several characteristics that help the
specification of the tokens used for lookup. The possibility of
ignoring case, skipping terms for lookup if they appear in a
stop word list, use the context of the lookup string (sentence,
paragraph) and word order independence are the main features
of the component.

Part of the NER component are also the negation and
lateralization annotators. The first is a generalized algorithm,
based on the popular NegEx [12]. Negation trigger words such
as 'sem’ (without), 'nunca’ (never), 'ndo’ (not)) are specified
in a user modifiable dictionary. The trigger words become the
anchors around which negated sentences are discovered. When
such word is found, the following semantic entities in the sen-
tence are marked as negated. The lateralization annotator uses
also trigger words like ‘esquerda’ (left), 'superior’ (superior) to
characterize entities of anatomical site.

4. Results

In this section we report on the precision of MedAlert annota-
tions. As the gold standard set is not yet fully annotated and
verified we evaluate the system by analysing its output and
determining if it corresponds to true or false positives. This
allowed us to evaluate MedAlert’s precision, which we consider
to be the most important characteristic of systems intended to be
used in clinical domains.

Table 3 shows the precision for the recognized entities. The
system achieved a precision of 1 for the entities of anatomical
site, evolution, location, datetime and value. The first three of
these classes are also the ones with less representation on the
discharge letters. The dateTime and value entities are mainly
recognized with help of the context tokenizer which is based on
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regular expressions.

The entities of therapeutic were recognized with 0.99 pre-
cision. This result is a consequence of the use of the drugs
ontology which contains all the active substances and medica-
tion used in Portugal. The system did not perform with 100%
precision due to the use of the same acronym when refering
to Acido Clavulénico (Clavulanic Acid)(AC) and Auscultagdo
Cardiaca (Cardiac Auscultation)(AC) in one of the discharge
letters.

The entities of finding and condition are recognized with a
precision of 0.93. Most of the false positives are originated be-
cause of the presence of anatomical site entities near keywords
such as mal (this word can be interpreted as ’sickness’ but is
mostly meant as ’poorly’ as, for example, in 'poorly controlled
Diabetes’).

The precision for the recognition of examination entities is
0.69, which is significantly lower than for the other entities. The
recognition of some active substances present in the discharge
letters as laboratory examinations is the main reason for this
lower precision value. One example of is Insulin, recognized
by the system as an hormone (and consequently as a laboratory
examination) and as a therapeutic.

Table 3: MedAlert Results

Entities True False Precision
Positives  Positives

Condition 75 6 0.93
Anatomical Site 4 0 1
Evolution 7 0 1
Examination 24 11 0.69
Finding 28 2 0.93
Location 1 0 1
Therapeutic 146 1 0.99
DateTime 55 0 1
Value 59 0 1
TOTAL 399 20 0.95

5. Conclusions

In this paper we describe an information extraction system
MedAlert which automatically extracts information from free
text discharge summaries written in Portuguese. We describe
the MedAlert corpus of 915 hypertension related discharge
letters and the method used to create the discharge letters
representation model. Based on this model, detailed annotation
guidelines were created and a gold standard set of approxi-
mately 10% of the corpus is currently being manually annotated
by a linguistic and a clinician. The system runs within the
UIMA framework and contains a set of components capable
of using external resources, as ontologies and terminologies, to
extract information. The precision of the system was evaluated
with values ranging from 0.93-1 except for the entities of the
class examination. This is mainly due to the recognition of ac-
tive substances such such as insulin as laboratory examinations.

5.1. Future work

In order to improve the entity recognition results it is essential
the use more context information, namely the information
concerning the section in which the entity is referred. Another
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task of great interest in the medical domain is the automatic
code assignment to the discharge letters, which is currently
being developed. The main objective of the MedAlert system is
to act as a medical decision support system capable of inferring
doubts/irregularities in the decisions made by the health pro-
fessionals. The development of components capable of interact
between the structured representation of the discharge letters
and the information extraction task are essential to reach this
objective.
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