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Abstract

The annotation of dialogues in terms of Dialogue Acts (DA) is
an important task in the development of dialogue systems. Re-
cently, the N-gram Transducers (NGT) technique showed a bet-
ter performance than other techniques in the annotation of un-
segmented dialogue transcriptions. However, this technique has
not been employed in an incremental fashion, which is closer to
the annotation framework. In this work, we checked the perfor-
mance of NGT in this incremental framework and the influence
of the size of the partitions in the effort of annotating the whole
SwitchBoard corpus.

1. Introduction

One interesting application of natural language processing is
dialogue systems [1]. A dialogue system is a computer system
that interacts with a human user to fulfil a task whose comple-
tion requires several interactions. The behaviour of the dialogue
system is defined by the dialogue strategy, which defines the re-
actions of the system to the user input. The user input is gener-
ally interpreted in terms of Dialogue Acts (DA) [2], which are
labels that define the intention and the involved data in a sub-
sequence of the input (usually known as segment). DA can be
extended to system interactions, to reflect the actions that the
system carries out.

The dialogue strategy can be based on statistical models [3],
whose parameters are estimated from dialogues annotated with
DA. This statistical approach is more flexible than a classic rule-
based approach, but requires a large amount of annotated data
to accurately estimate the models. Consequently, the annota-
tion of a training dialogue corpus is one of the biggest efforts in
the construction of a dialogue system. In the last decade, some
works presented statistical models [4, 5] to speed-up this anno-
tation process: the automatic annotation models are used to ob-
tain a draft annotation that is corrected by the human annotator,
which supposes a lower effort than annotating the dialogue from
scratch. One of the most powerful annotation techniques is the
NGT (N-gram Transducers) model [7], which uses an N-gram
derived from the joining of words and DA and another N-gram
derived from sequences of DA to obtain the DA annotation of
unlabelled dialogue turns.

However, experiments reported in those previous works use
a large training set and a small test set [4, 6]. In this work we
present results using the NGT model in an incremental fash-
ion, i.e., a small set of dialogues is used to train the models,
another set is annotated with these models, the annotation is
corrected and the corrected dialogues are added to the training
set for the next step. This process is closer to the usual annota-
tion framework. The results will show that, although there is a
degradation in performance, the NGT model is still a reasonable
tool to speed-up the complete annotation of a dialogue corpus.
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Moreover, the results demonstrate that a small amount of data
annotated from scratch is more convenient, in terms of effort,
than using a larger amount.

This paper is organised as follows: Section 2 provides an
overview of the NGT model; Section 3 describes the corpus
used for the experiments (SwitchBoard); Section 4 defines the
experimental framework and shows the results of the experi-
ments; Section 5 provides some conclusions and reveals possi-
ble work lines.

2. The NGT dialogue annotation model

The N-gram Transducers (NGT) model [7] is based on the in-
ference of an N-gram from a set of extended symbol sequences.
These extended symbols are build from the alignment of the
symbols of a parallel corpus of input-output sequences. In the
case of a dialogue corpus, the input symbols are the words and
the output symbols are the DA labels, which are usually aligned
to the last word of the segment they label. From the extended
sequences an N-gram can be inferred. This N-gram can be used
to process an unlabelled input sequence (sequence of words)
and associate the corresponding DA labels to each possible seg-
ment. The Viterbi decoding process is shown in Figure 1.

In this labelling process each word is taken to build its cor-
responding tree level. Each node is expanded into o nodes,
where o is the number of different outputs (DA labels) that
were associated to the word in the training samples (including
the empty output). The probability of each node is recalculated
according to the probability of the parent node, the probability
given by the N-gram of extended symbols and the probability of
the associated sequence of DA labels (given by another N-gram
model of DA sequences, see [7] for a detailed description of the
probability computation). The output of the decoding process
is the sequence of words with the corresponding attached DA
labels. This provides an annotation of the input sequence (dia-
logue) along with its segmentation. The NGT implementation
used in this work is publicly available in [8].

3. The SwitchBoard corpus

The SwitchBoard corpus [9] is a corpus of human-to-human
conversations by telephone in English. It includes spontaneous
speech conversations about general topics, without a clear task
to complete, with frequent interruptions, background noises,
hesitations and non-linguistic sounds (such like laughter). The
final corpus consists of 1,155 dialogues, with approximately
115,000 turns, and a vocabulary size about 42,000 words.

This corpus was manually transcribed (including spe-
cial annotation for the previously described phenomena) and
annotated at the dialogue level using the SWBD-DAMSL
scheme [10], a simplified version of the standard DAMSL (Di-
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Figure 1: An example of the Viterbi tree search for the NGT model for the sentence “Yes, uh, I don’t work.”. Symbols before @ are

words and symbols after @ are DA labels (in this case, b-backchannel, %-uninterpretable, sd-statement-non-opinion, and ng-negative-

non-no-answer). Best hypothesis is in boldface and marked by the dark arrow. In this example, trigrams are used in all models.
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alogue Act Mark-up in Several Layers) annotation set [11]).
SWBD-DAMSL includes 42 different DA labels that represent
several communicative functions, such as statement, question,
backchannels, etc., and subcategories of these functions (e.g.,
statement opinion/non-opinion).

4. Experiments and results

The objective of our experiments is to verify the appropriate-
ness of the NGT model for the annotation of the SwitchBoard
corpus in an incremental fashion. This analysis is useful to
check whether NGT is convenient to be used in an actual anno-
tation task and to adapt the technique to an active learning [14]
(the selection of the most informative samples for training) or
interactive-predictive framework [13] (the use of information
given by the user to obtain a better search in the model).

The annotation task usually starts from a set of transcribed
dialogues on which the human annotators must place the DA
labels according to a set of predefined rules. To use a statistical
annotation model to obtain draft annotations, an initial set of
dialogues must be annotated from scratch. The parameters of
the statistical model are inferred from this initial set, and the
model is applied to a new set of unlabelled dialogues. These
dialogues are revised by the human annotators to correct the
possible errors. The correctly annotated dialogues are added to
the previously annotated set, and this new set is used to improve
the estimation of the parameters of the models. This cycle is
repeated until the entire set of dialogues is correctly annotated.

Consequently, the annotation framework employs an incre-
mental training set, whose size is initially much smaller than
the complete corpus and becomes larger in each cycle. This is in
contrast with the approach taken by many previous works [4, 7],
where training sets are usually composed of a large number of
dialogues from the corpus.

In our experiments we used this incremental approach to
verify the appropriateness of the NGT model. We initially
compared the incremental approach with the standard cross-
validation approach. To simplify the framework, we used in-
cremental partitions of regular size on the SwitchBoard corpus.
The complexity of the transcription of the SwitchBoard corpus
was lowered down by removing the interruptions and overlaps
(and joining the corresponding interrupted turns), transcribing
the words to lowercase and separating punctuation marks.

The partitions were based on those used in the cross-
validation approach. The first comparison we made was in
terms of annotation error rates. In the annotation task both
the correct label and the correct position are important. Conse-
quently, we adopted the SegDAER (Segmentation and Dialogue
Act Error Rate) measure. In this measure, the sequences to be
compared are formed by the DA labels joined with their posi-
tion in the turn. SegDAER is the average edit distance between
the correct sequence and the sequence obtained by the annota-
tion model, and was used in previous works on the measure of
the quality of annotation errors [7].

In this case, we compared the results for each partition us-
ing the cross-validation approach and the incremental approach,
using 11 partitions of 105 dialogues each one. This allows us to
avoid the possible differences given by the specific difficulty of
each partition. In the cross-validation approach, each training
set is formed by 10 partitions, whereas in the incremental ap-
proach, the training set for annotating the n-th partition in the
sequence is composed of the n — 1 previous partitions.

Following the best results reported by the cross-validation
approach, the experiment was performed using trigrams as NGT

-57-

Training size (in dialogues) - Incremental case
0 105 210 315 420 525 630 735 840 9451050
R " "7 Incremental —+— ]

60
% Cross-validation -
58 + 1

56 % % % E
54 + B
sof :
48
T

SegDAER

Partition

Figure 2: SegDAER comparison between the cross-validation
approach and the incremental approach using 11 partitions.

model and DA language model. The results, along with the 90%
confidence intervals (obtained by bootstrapping with 1000 repe-
titions, following the method in [12]), are presented in the graph
in Figure 2. The first partition is not included in the incremental
approach as its SegDAER is 100%.

From these results we can see that the absolute difference
in SegDAER in each partition is lower than the 8% in all cases
(and lower than 5% in most partitions). These differences be-
come insignificant from the partition 8 (735 dialogues in the
training set). Consequently, we can conclude that the NGT tech-
nique presents a moderate degradation (which disappears when
using approximately 60% of the whole data) in performance
when using the incremental approach, and that it is still useful
in the dialogue annotation framework.

Another interesting experiment is related to the effect on the
global annotation effort dependence on the partition size. In this
case, we introduce a global annotation effort measure based on
the SegDAER of each partition: the Relative Histogram Error
Area (RHEA). This measure is based on measuring the percent
of the area of the error histogram for each partition and dividing
it by the area of the worst-case error histogram (all partitions
present a SegDAER of 100%), i.e., RHEA:Z"'SLT“%, where E;
is the SegDAER of partition ¢, S; is the size of partition ¢ (the
size of the individual partition, not the cummulative sum of the
sizes of the previously annotated partitions) and St is the size
of the whole corpus. The lower bound for this measure is de-
fined by the ratio between the size of the partition annotated
from scratch and the total size of the corpus (RHEAzl(igO—Sl).
The size of the partitions and the corpus can be measured in dif-
ferent terms, such as number of dialogues, number of turns and
number of words, among others. In any case, RHEA reductions
can be considered as proportional reductions in the number of
errors that must be corrected by human annotators.

We computed the RHEA measure for five different sets of
partitions (of 3, 5, 7, 11, and 21 partitions each set). We com-
puted RHEA using dialogue and turn as the basic size unit for
each partition. The results using 3-grams and 4-grams for each
model are presented in Table 1.

From these results, a clear conclusion is that the smaller the
size of the partition, the lower the annotation effort. This is con-
gruent with the intuitive idea, as the main effort is related to the
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Table 1: RHEA results for the different sets of partitions using 3 and 4-grams as NGT and DA N-grams. The size of the partitions is

defined in terms of number of dialogues and number of turns.

NGT N-gram 3 4
DA N-gram 3 4 3 4
Num. part. | Dial/Part | Dial [ Turn [ Dial [ Turn | Dial | Turn | Dial | Turn
3 385 69.4 | 69.5 | 69.3 | 69.5 | 71.0 | 71.1 | 71.0 | 71.1
5 231 62.5 | 63.0 | 63.0 | 63.5 | 64.9 | 65.4 | 64.9 | 65.4
7 165 60.2 | 61.0 | 60.4 | 61.2 | 62.0 | 62.8 | 62.2 | 62.9
11 105 57.9 | 58.5 | 58.1 | 58.7 | 60.2 | 60.8 | 59.9 | 60.5
21 55 56.4 | 56.8 | 56.3 | 56.6 | 58.4 | 58.8 | 58.0 | 58.3

annotation from scratch, and the correction of a draft annota-
tion requires, in general, less effort. From the results we can
see that the optimal combination of N-grams for the NGT and
the DA N-gram depends on the size of the partitions, but differ-
ences are really small for the same NGT N-gram degree. We
can see that measuring the size of the partitions in dialogues or
turns does not change the optimal combination of models and
the conclusions on the best partition size.

5. Conclusions and future work

In this work we presented the use of a dialogue annotation tech-
nique (NGT) in a more realistic incremental framework, in or-
der to compare its behaviour with respect to that in the cross-
validation approach. Results showed that, although there is a
statistically significant increment of annotation error, it is not a
dramatical increment that disregards the use of the annotation
technique. We evaluated the effort of the annotation from the
SegDAER of each partition, and results demonstrate that the
smaller the size of the partitions, the lower the effort.

Future work is directed to studying these elements in other
corpora and applying the technique in an interactive-predictive
framework to make a more user-oriented evaluation [13]. An-
other direction is related to the use of active learning [14] to
obtain an appropriate selection of the partitions to be annotated
from scratch and the annotation order of the rest of the dia-
logues, in order to reduce the annotation effort even more.
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