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Abstract

This paper shows how an HMM-based speech synthedsize
Basque language has been built using HTS and Ahdqies

TTS system developed at Aholab). The resulting esgst

which is being used only for research purposesedemt, has

a highly satisfactory performance.

Index Terms: statistical parametric speech synthesis, hidden

Markov models, Basque language

1. I ntroduction

Speech synthesis systems based on hidden Markoelsnod

(HMMs) [1] are gaining ground over unit selectiomasbd
systems [2][3], which had been dominant during mgears,
as confirmed by the results of the last editionshef Blizzard
Challenge [4]. A similar conclusion could also bawin from
the last Albayzin Evaluation [5]. Such systems nhoithe
acoustic characteristics of the speaker, given framewise
parametric representation of the spectrum and xbiagion,

a detailed explanation of the system. Several aspegarding
its performance are discussed
conclusions and future works are listed in secfion

2. From AhoTTSto Aho-HTS

2.1. Brief description of AhoTTS

AhoOTTS is the multiplatform modular TTS synthesystem
being developed at Aholab since 1997. Although asw
conceived as a multilingual system (up till nownmber of
voices have been built in Basque [17], Spanish [48d
English [19]), special emphasis has been placedBasque
language, for which AhoTTS is the reference systerthe
world. AhoTTS consists of three basic modules: ekt &and
linguistic processing, 2) prosody prediction, ajdv&veform
generation. Next, each of these modules is brashcribed.
The linguistic module reads the input text and gates
the corresponding sequence of phonemes. Moreover,
provides information at different linguistic level¥he tasks
carried out by this first module are: normalizatisentence

in section 3, andesom

using multi-stream context-dependent HMMs (CD-HMMs)
trained on a corpus. During synthesis, given the
phonetic/prosodic context of an input text, a singkntence-

delimitation, part-of-speech tagging, syllabificatj stress
marking, and phonetic transcription.
The prosodic module uses the linguistic and phoneti

HMM is built from the trained CD-HMM set, and thestgm
returns the sequence of parameter vectors whoséhbod
with respect to the model is maximal. The synthetierances
are reconstructed by inverse parameterization. Ti@n
advantage of HMM-based systems is their flexihilithe

trained models can be adapted to generate speeith wi

different voices, speaking styles, emotions, etc.

The level of popularity achieved by this synthesis

technology during the last decade is closely linkedthe
release of the HMM-based Speech Synthesis SysteRs)(H
[6][7]. A number of improvements on the basic sgste
introduced along these years (multi-space distivbufor fO
modelling [8], trajectory modeling through explicit
relationships between statics and dynamics [9]liekstate
duration distributions [10], parameter generatiomsidering
global variance [11], strong vocoding techniqueg][Ztc.)
have made the performance of HTS very satisfactaryiew
of this great development of statistical paramespeech
synthesis, many research groups around the wokld hailt

synthesizers based on HTS in more than 30 different

languages and dialects. Please refer to [1] fooraptete list

of languages. Regarding lIberian Languages, HMM-based

speech synthesizers have been already built in li@asti
Spanish [13][14], Catalan [15], and Portuguese [16].

This paper presents a new language to be incogubtat
that list: Basque language, which is spoken by ntben
800K speakers in northern Spain and southern Fraftoe
system described here results from the combinaifoRl TS
and AhoTTS, the text-to-speech (TTS) synthesis esyst
developed at Aholab Signal Processing Laborator][{B].
The rest of the paper is structured as followstiS8e@ shows
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information provided by the previous module to gete a
prosodic contour (at three levels: intonation, taores, and
energy) suitable for the sentence to be spokerhdyystem.
Regarding intonation, three different strategies ehdeen
implemented until now: a very simple peak-valleydeb a
more sophisticated model based on trees and Fujsakes
[20], and corpus-based contour selection [3]. Donst are
predicted using classification and regression tiESRTS)
[21].

The waveform generation module takes the informatio
provided by the two previous modules as input aetlly the
final acoustic signal. The current implementatidm@AboTTS
applies the unit selection technique [2].

According to the described architecture, extendihg
system to adopt the statistical parametric synshparadigm
implies replacing the second and third modules B liself.
Note that HTS is capable of generating both thesquiyg and
the spectrum of speech from the trained acoustidetsp
whereas it does not perform any kind of linguistitalysis.
Therefore, in this case, the role of AhoTTS is dypg the
context labels required by HTS to generate the hgfitt
waveforms. In other words, the output of the firstdule of
AhoTTS has to be translated into labels containphgnetic
and linguistic information.

2.2. Some comments on Basgue language

As well as in other languages, the linguistic infation of
Basque is allocated at different levels, namely, ngmnaes,
syllables, words, accent groups, phrases, sentencEse
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accent group can be defined as a set of syllablasopnced
around one accented syllable [22]. In several laggs,
particularly in the Iberian ones [23][24][25][26fhe accent
group is formed by words, one of them having theeat Due
to the inflectional and agglutinative nature ofrtard Basque
(the grammatical relations between components witai
clause are represented by suffixes, and many varedfrmed
by joining morphemes together [27]), the accentigsoin this
language are very often constituted by just onedw@nly in

some cases the accent group includes succeedirds wach
as short auxiliary verbs, demonstratives and soureenals.
However, the possible redundancy at these linguistiels is
not harmful for the performance of the system, aly ¢he

most discriminative information is taken into acobby HTS

when training the CD-HMMs. On the other hand, coesidy

the accent group level eases extending the applicdbmain

of the system to other Iberian languages such asiStpusing
the same information sources.

Another consequence of inflection and agglutinattothe
appearance of long words showing more than onenadce
natural spoken sentences. Dealing with that kinevarfds is
not straightforward. In addition, the high dialdcta
fragmentation of Basque (it has seven main dial@etsmore
than 50 varieties according to modern commonly @ieck
assumptions) increases the intonation variabiligerefore,
multiple accents are not considered in this wonistdad, we
assume that the system is capable of learning dacpaccent
patterns from acoustic data and other existing I$alffor
instance, those related to the position of theabjdl in the
word).

2.3.

Among the features provided by the linguistic medualf
AhoTTS, the ones that have been encoded into théexb
labels used by HTS are the following:
¢ Phonemelevel:
- SAMPA label of the current phoneme.
- Labels of 2 phonemes to the right and 2 phonemes
to the left.
- Position of the current phoneme in the current
syllable (from the beginning and from the end).
- Position of the current phoneme after the previous
pause and before the next pause.
e Syllablelevel:
- Number of phonemes in current, previous and next
syllables.
- Accent in current, previous and next syllables.
- Stress in current, previous and next syllables.
- Position of the current syllable in the current dvor
(from the beginning and from the end).
- Position of the current syllable in the currenteatdc
group.
- Position of the current syllable in the current
sentence.
- Position of the current syllable after the previous
pause and before the next pause.
« Word leve:
- Simplified part-of-speech tag of the current,
previous and next words (content/function).
- Number of syllables of the current, previous and
next words.
- Position of the current word in the sentence (from
the beginning and from the end).
- Position of the current word after the previoussmau
and before the next pause.

Generation of context labelsusing AhoTTS
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e Accent group level:
- Type of current, previous and next accent groups,
according to the accent position.
- Number of syllables in current, previous and next
accent groups.
- Position of the current accent group in the serenc
(from the beginning and from the end).
- Position of the current accent group after the
previous pause and before the next pause.
e Pausecontext level:
- Type of previous and next pauses.
- Number of pauses to the right and to the left.
e Sentenceleve:
- Type of sentence.
- Number of phonemes.
- Number of syllables.
- Number of words.
- Number of accent groups.
- Number of pauses.
- Emotion of the sentence.

3. Perfor mance Results

In order to evaluate the performance of the systée,
naturalness of the synthetic utterances was meahbyrmeans
of a mean opinion score (MOS) test. The databasd fw
this evaluation consisted of 2K short sentencesu(at 2
hours of speech) spoken by a Basque female speakeutral
style. Eighteen volunteer listeners (six among themsre
familiar with speech synthesizers to some extemt)evasked
to listen to ten different synthetic utterances (tbxts to be
spoken by the system were taken from newspapetsyae
their naturalness in a 1-to-5 MOS scale, where iitpoeans
“very low naturalness” and 5 points means “very hhig
naturalness”. The state-of-the-art Straight-basetbder was
used to translate the speech frames into f0, 40 MF@@t5
band-aperiodicity coefficients, which were usedfeéed the
system during training. The spectral envelope ahd t
aperiodic component (together with their first aselcond
derivatives) were modeled using continuous-den$ity-
HMMs, whereas fO was modeled by means of multi-spac
probability distributions, following the specificahs of the
demo scripts supplied under the current HTS distidin
(available at [28]). Natural speech and unit sedacbased
synthetic speech were evaluated together with #seribed
system.
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Figure 1:Naturalness MOS achieved by natural voice,
unit selection synthesis and statistical synthasis
95% confidence intervals.
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