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Abstract

We present a system for multiclass classification of simplified
morphology of Spanish verbs within the framework of morphol-
ogy generation for Statistical Machine Translation (SMT) from
English into Spanish. In previous works it was proved that,
when statistically translating from English into Spanish, the
richness of morphology of the target language affects the trans-
lation models at training time by creating data sparseness. In
order to determine the correct morphology of the Spanish trans-
lation we use a hierarchical set of classifiers through a Decision
Directed Acyclic Graph (DDAG) structure, each decision-node
operates with a classifier which is a Support Vector Machine
(SVM). This structure is justified because it allows to introduce
prior information about the difficulty of the task. The classifi-
cation results are analyzed and commented.

Index Terms: morphology, machine learning, statistical ma-
chine translation

1. Introduction

Despite the fact that initially SMT systems ignored any linguis-
tic analysis and worked at the surface level of word forms, there
has been a growing effort to introduce linguistic knowledge into
their statistical framework. It is clear that linguistic informa-
tion has the potential to improve the performance of SMT sys-
tems, especially when limited amounts of parallel training data
sets are available. However, incorporating linguistic, morpho-
logical, syntactic and semantic information into the statistical
framework of SMT is a hard problem.

In particular, languages with rich morphology pose signifi-
cant challenges for natural language processing. In highly in-
flected languages, the extensive use of inflection (to express
agreement, gender, case, etc.), derivation, and composition
leads to a huge vocabulary, forcing the translation model to
learn different translation probability distributions for all in-
flected forms of nouns, adjectives or verbs, suffering thus from
data sparseness. SMT systems estimated from parallel text are
affected by this fact because it is impossible to train all forms
from the training corpora. It is also important to point out that
obtaining good performance in SMT systems when translating
between languages with different morphological richness is a
challenging task; especially when translating into a richer mor-
phology language because the target language is represented
by a larger vocabulary set, making decisions harder for SMT
systems (e.g. higher perplexity in translation and target lan-
guage models). However, different strategies have to be tackled
when translating in the opposite direction (i.e. from a richer
morphology language), where sparsity problems may arise in
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the source language (higher percentage of out-of-vocabulary
(OOV) words, fewer translation examples for each input word,
etc.).

Due to the above discussion, it is reasonable to find chal-
lenges related with morphology in SMT systems whose lan-
guage pairs are English and any Romance-family language
(Portuguese, Catalan, Galician, Italian, French, etc.) or pairs
such as English and Arabic, Finnish, or German, to name a few.
Then, the linguistic properties of the pair of languages and the
translation direction pose severe limitations in most of the SMT
tasks, such as word alignment and modeling. Several efforts
are being done in the community to overcome such constraints
by analyzing language specific problems and their impact on
statistical translation as well as introducing some linguistic in-
formation in statistical models.

An important work was developed by Nie3en and Ney [1],
where, for a German-to-English task, several transformations
of the source string are proposed, leading to an increased trans-
lation performance. These transformations include compound
word separation, reordering of separated verb prefixes, and
word mapping to word plus POS in order to distinguish arti-
cles from pronouns, among others. The same pair of languages
and translation direction are used by Nielen and Ney [2] and
Corston-Oliver and Gamon [3]. In the former, hierarchical lexi-
con models including base form and POS information are intro-
duced, as well as other morphology-based data transformations.
In the latter, inflectional normalization was achieved, leading to
improvements in the perplexity of IBM translation models and
reducing alignment errors. Aiming for a more general approach
to deal with language-specific challenges, Koehn and Hoang [4]
introduced factored translation models that can efficiently in-
tegrate morpho-syntactic information into phrase-based SMT.
This framework adds in the model a vector of factors that rep-
resent different levels of annotation: word, lemma, POS, mor-
phology, word class.

This work extends the research of de Gispert and Marifio
[5], which dealt with the problem of the morphology derivation
on Ngram-based Statistical Machine Translation (SMT) models
from English into a morphology-rich language such as Span-
ish. It was shown that some Spanish morphology information
could be introduced into simplified morphology translation hy-
potheses by means of an independent model. This approach is
depicted in Figure 1. The translation system was proposed as
a cascade-system integrated by a SMT system and a morphol-
ogy generator. The SMT system consisted of simplified mor-
phology translation models trained through a corpus with mor-
phology simplification of words. From this study, several types
of morphology simplification schemes were applied, depending
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Fig. 1: Translation architecture for SMT with morphology gen-
eration

on which Part-Of-Speech category was modified (verbs, nouns,
adjectives, etc.); it was concluded that the main source of po-
tential improvement lied in verb form morphology. After the
translation, Spanish morphology information is introduced into
the simplified translation. For this purpose, a set of relevant
features for each Spanish verb base form was defined in order
to train statistical classifiers based on machine learning tech-
niques, specifically through Adaboost, that used as base clas-
sifier a decision tree [6]. High accuracy scores were obtained
when generating Spanish verb person, number and gender in-
formation, resulting in a significant improvement of final trans-
lation scores.

This paper is organized as follows. Section 2 briefly out-
lines the SMT system, the morphology generation and the mul-
ticlass classification approach. Section 3 reports and discusses
the experimental results. Finally, Section 4 sums up the main
conclusions from the paper.

2. System description
2.1. Ngram-based SMT system

The translation system implements a log-linear model in which
a foreign language sentence fi = fi fa..., f7 is translated
into another language el = ej es...,e; by searching for the
translation hypothesis ¢/ maximizing a log-linear combination
of several feature models [7]:

M

é{ _argnjj}x{z Amhbm (6{7fi])} (D
1 m=1

where the feature functions h, refer to the system models and

the set of A, refers to the weights corresponding to these mod-

els.

The core part of the system constructed in that way is a
translation model, which is based on bilingual n-grams. It ac-
tually constitutes an Ngram-based language model of bilingual
units (called tuples), which approximates the joint probability
between the languages under consideration. The procedure of
tuples extraction from a word-to-word alignment according to
certain constraints is explained in detail by Marifio et al. [8].

The Ngram-based approach differs from the phrase based
SMT mainly by distinct representating of the bilingual units de-
fined by word alignment and using a higher order HMM of the
translation process. While regular phrase-based SMT consid-
ers context only for phrase reordering but not for translation,
the N-gram based approach conditions translation decisions on
previous translation decisions.

The translation system, besides the bilingual translation
model, which consists of a 4-gram LM of tuples with Kneser-
Ney discounting (estimated with SRI Language Modeling
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Toolkit'), implements a log-linear combination of five addi-
tional feature models:

e atarget language model (a 4-gram model of words, esti-
mated with Kneser-Ney smoothing);

a POS source language model (a 4-gram model of tags
with Good-Turing discounting);

a POS target language model (a 4-gram model of tags
with Good-Turing discounting);

a word bonus model, which is used to compensate the
system’s preference for short output sentences;

a source-to-target lexicon model and a target-to-source
lexicon model, these models use word-to-word IBM
Model 1 probabilities [9] to estimate the lexical weights
for each tuple in the translation table.

Decisions on the particular LM configuration and smoothing
technique were taken on the minimal-perplexity and maximal-
BLEU bases.

The decoder (called MARIE), an open source tool?, imple-
menting a beam search strategy was used in the translation sys-
tem.

Given the development set and references, the log-linear
combination of weights was adjusted using a simplex opti-
mization method (with the optimization criteria of the high-
est BLEU score) and an n-best re-ranking just as described in
http://www.statmt.org/jhuws/. This strategy allows for a faster
and more efficient adjustment of model weights by means of a
double-loop optimization, which provides significant reduction
of the number of translations that should be carried out.

2.2. Morphology simplification

In the SMT system, after standard word alignment and tuple
extraction, target language words (Spanish) are substituted with
their simplified morphology forms. Then the bilingual N-gram
translation model is estimated with these new tuples. The result
is a standard bilingual model translating English into simplified
morphology Spanish. The morphology simplification module
produces a set of samples whose correct morphology is known,
as they belong to the training corpus; these samples can be used
to estimate morphology classification models.

In the case of simplification of information about person
and number for Spanish verbs, the verb form, for instance,
‘apoyen’ is transformed into ’VMSPpn[apoyar]’, indicating
simplified Part of Speech (POS) and base form. Under this
simplification, the POS keeps information on word category
(’VM’: Main Verb), mode and tense ("SP’: subjunctive, present),
whereas 'p’ and ’n’ represent any person and number. Further-
more, as the correct person and number for this verb is known
beforehand, it also serves as the class label during the training
phase of the classifier that generates the morphology.

2.3. Multiclass classification

Morphology generation is implemented by means of classifica-
tion models which, making use of a set of relevant features for
each simplified morphology word and its context, generates its
appropriate morphology. In order to tackle this task, we use
a Decision Directed Acyclic Graph (DDAG), which combines
many two-class classifiers into a multiclassification task. The
use of this structure is justified because it allows to introduce

! http://www-speech.sri.com/projects/srilm/
2 http://www.talp.cat/talp/index php/ca/recursos/eines/marie
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Fig. 2: Decision DAG to find the best class out of four classes,
it was the morphology related to gender and number

[ EPPScorpus | sent. [ words [ vcb [ avglen. |
. Eng 3029M | 121.07k 28.02
train (—g o M4OM e M [ 15766k | 29.79
dev. | Eng 1996 58.63 k 6.54 k 29.37
test Eng 1094 26.91 k 395k 24.60

Tab. 1: English-Spanish European Parliament corpus statistics

information about the difficulty of the task. Instead of classify-
ing one class versus all the others it does a pairwise comparison.
As the set of classifiers are organized in a tree structure, the up-
per levels are assigned to the pairs of classes that have the lower
error rate and also that the number of samples of each class is
balanced (i.e. approximately the same number of examples per
class).

The description of the structure is as follows. For an N-
class problem, the DDAG contains N(N-1)/2 nodes, one for
each pair of classes (one-vs-one classifier). A DAGSVM al-
gorithm is proposed by Platt et al. [10], it proved to be superior
to other multiclass SVM algorithms in both training and evalua-
tion time. A DAGSVM places one-vs-one SVMs into the nodes
of a DDAG. An example of a structure of the DDAG is shown
in Figure 2.

3. Experiments
3.1. Database

This work was carried out on a large-data English-to-Spanish
task, defined by a corpus containing official transcriptions of the
European Parliament Plenary Sessions (EPPS), whose statistics
are presented in Table 1. This corpus is available through the
ACL-WMT evaluation campaign of year 2009°.

3.2. Classification of Verb Forms

In order to generate morphology, two subcategories are distin-
guished: a) verb forms whose person and number (PN) infor-
mation is missing (i.e. 1st person singular (1S), 2nd person sin-
gular (2S), and so on); b) verb forms whose number and gen-

3 http://www.statmt.org/wmt09
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Fig. 3: Spatial relationship between true positives, true nega-
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Fig. 4: Spatial relationship between true positives, true nega-
tives and accuracies for number and gender

der (NG) is missing (i.e. past participle, which can also be re-
garded as adjective). Regarding the features, they were defined
in lowercase text and extracted by a set of rules using word,
POS tag, and base form information from both languages. Fea-
tures take information from: a) bilingual model, i.e. current
and previous tuples; b) target language, such as personal pro-
nouns, presence of auxiliary verb "haber’ (for past participles),
and verb form without ’tense’ and *mode’ information; and c)
source language, such as presence of English full verb form in
the tuples, its POS tag, base form and related personal pronoun
(if any, including reflexive pronouns, such as ’show them’), as
well as presence of active or passive voice.

In the first case (PN), we trained the classifiers with 500k
samples, while the second case (NG) the classifiers were trained
with 300k samples. Finally, 10k samples were set apart for test-
ing. The SVM"" algorithm [11] is used for training® .

In order to keep a balance in the one-vs-one classifiers as
discussed in section 2.3, we decided to join clases for 2nd per-
son and 3rd person singular (2S and 3S, respectively), as well

4 http:/svmlight.joachims.org/
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[ classifier [ accuracy |
1S vs 2S3S 97.94%
1S vs 1P 95.26%
1S vs 2P3P 91.71%
2S3S vs 1P 95.84%
2S3S vs 2P3P 88.38%
1P vs 2P3P 92.05%

Tab. 2: Classification accuracies on Spanish verb person and
number morphology information

classifier [ accuracy ‘

SMvs SF | 84.50%
SMvs PM | 90.45%
SMvsPF | 92.29%
SFvs PM | 81.15%
SF vs PF 81.73%
PMvsPF | 69.37%

Tab. 3: Classification accuracies on Spanish verb number and
gender morphology information

as 2n person and 3rd person plural (2P and 3P, respectively).
This is due to the low number of training samples for 2S and 2P
was rather low. Finally, in both subcategories, 4 classes were
defined (i.e. 6 binary classifiers). Accuracies for each classifier
alone are shown in Tables 2 and 3.

In general, accuracies to classify person and number are
higher than accuracies for number and gender. Classifier related
to PM-vs-PF shows the lowest accuracy. Figures 3 and 4 reflect
our results; the nearer a classifier is to the upper right part of
the figures, the better its performance. These figures allow us to
compare the performance of the different one-vs-one classifiers.

Table 4 presents the accuracies obtained in the multiclassi-
fication task. Results for PN are more satisfactory than those
for NG, it is clear that classifier PM-vs-PF requires bigger im-
provement.

4. Conclusions

In this paper we presented a system for multiclass classifica-
tion of simplified morphology for SMT. The DDAG structure
provides good accuracy results to classify person and number
of Spanish verbs; however classification accuracies need to be
improved to better generate gender and number. Future work
to improve the performance of the classifiers will be directed
to optimize the set of features used by each classifier and to
improve the representation of the features through coding alter-
natives to reduce the dimensionality of the vectors.
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