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Abstract
We present in this paper a prototype of a spoken dialog sys-
tem. One of the characteristics of this system is that most of the
modules (speech recognition, understanding and dialog man-
ager) are based on statistical models. The system has the pos-
sibility of easily change the task or the language by means of
interchanging the different modules. We present in this case a
dialog task consisting of booking of sports facilities in the Uni-
versity.
Index Terms: spoken dialog system, statistical model

1. Introduction
The development of spoken dialog systems is a complex process
that involves the design, implementation and evaluation of a set
of modules that deal with different knowledge sources.

Currently, some of the most successful approaches are
based on statistical models estimated using training corpus. Sta-
tistical models have been widely used in speech recognition,
language modeling and speech understanding. Although in the
case of Dialog Managers most of the approaches are based on
the manual design of the system behavior, over the last few
years, approaches that use statistical models to represent the di-
alog manager have also been developed ([1], [2], [3], [4]).

In this field, we have recently developed an approach to
manage the dialog using statistical models that can be learnt
from a data corpus. This work has been applied within the
EDECAN-SPORT [5] domain that consist of a task for the
booking of sports facilities in the University. In order to in-
crease the reliability of the system, some features were included
in the system:

• Unlike classical slot filling tasks, our Dialog Manager
takes its decisions not only based on the previous user
turns but also considering the information supplied by
the Application Manager and it can perform both ac-
tions: to provide information and to modify the appli-
cation data (i.e. after booking or cancelling a court).

• In some cases the system must give many data to the user
that are difficult to provide by speech in a concise way.
That is the case of offering some courts in some days of
the week. In order to convert this in a more friendly com-
munication process a multimodal input/output is avail-
able in the system. Therefore in some cases the system
gives the information by using a graphical interface, or
the user can use the voice or the touchscreen

• In order to take into account some information about the
preferences of the user, previous dialogs are saved and
its information is used as a priori knowledge.

The prototype has been installed in a kiosk to be accessible
to the users in some areas of the University. At the moment it is
installed in our laboratory to evaluate its behavior.

2. The spoken dialog system
In figure 1 a scheme of the dialog system developed is pre-
sented. The system has been implemented using the architec-
ture defined in the SD-TEAM project [6]. This architecture al-
lows the integration, substitution and collaboration of the mod-
ules even if they are located in different computers. The sys-
tem contains the habitual modules of a Dialog system, ASR,
Language Understanding, Dialog Manager, Answer Generator
and TTS, besides the specific modules related to the Applica-
tion Manager and the multimodal user interface. The Applica-
tion Manager controls the access to the database, not only to
provide information but also to modify it when booking or can-
cellation must be done. In the case of multimodality, we have
include two possibilities: the user has a touchscreen to select an
item, and the system can give some informations in term of ta-
bles. It must be noted that both modules speech understanding
and dialog manager are based on statistical models learnt from
training samples, as it is described in next sections.

3. The training corpus
In order to design the system, we firstly analyzed human-human
dialogs provided by the sports area of our university, which have
the same domain that the defined for the EDECAN-SPORT
task. From these dialogs we defined the semantics of the task
in terms of dialog acts for both the user utterances and system
prompts and we subsequently labeled these dialogs. Thus, we
had a very small initial corpus for the EDECAN-SPORT task.
From this small corpus we learned a preliminary version of the
dialog manager. Then we acquired a training corpus by means
of a Wizard of Oz technique [7], as it is shown in figure 2. The
special characteristic of this acquisition is that we used the pre-
liminary dialog manager learnt from the human-human corpus,
and two Wizard were used: one of them for the understand-
ing process and the other to supervise the dialog manager. The
reason of this approach is to better simulate a human-machine
interaction.

Using this approach a set of 240 dialogs was acquired for
our task(a total of 18 different speakers from different Spanish
regions). The languages involved in the acquisition were Span-
ish, Catalan and Basque. A set of 15 types of scenarios were
defined in order to cover all the possible use cases of the task.
The information available for each dialog consisted of four au-
dio channels, the transcription of the user utterances (with an
average of 5.1 user turns per dialog and 6.7 words per user turn)
and the semantic labeling of the user and system turns.

Once the corpus was acquired a semi-automatic annotation
process was performed. For the user turns (the set of user dia-
log acts) we defined four task-dependent concepts (Availability,
Booking, Booked, Cancellation), three task-independent con-
cepts (Affirmation, Negation, and Not-Understood) and six at-
tributes (Sport, Hour, Date, Court-Type, Court-Number, and
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Figure 1: The EDECAN architecture.

Figure 2: Acquisition schema using a Wizard of Oz technique.

Order-Number).
An example of the semantic interpretation of an input sen-

tence is shown below:
I want to book a basketball court for tomorrow.
Semantic Representation:
(Booking)
Sport: basketball
Date: tomorrow
The labeling of the system turns in terms of system dialog

acts is similar to the one defined for the user turns. A total of 21
concepts were defined: Task-independent concepts (Opening
and Closing); concepts used to inform the user about the
result of a specific query (Availability, Booking, Booked, and
Cancellation), concepts defined to ask for the attributes that
are necessary for a specific query (Sport, Date, Hour, Court-
Number, and Court-Type), concepts used for the confirmation
of concepts (Confirmation-Availability, Confirmation-Booking,
Confirmation-Booked and Confirmation-Cancellation),
and attributes (Confirmation-Sport, Confirmation-Date,
Confirmation-Hour and Confirmation-CourtType).

An example of the labeling of a system turn is shown below:
To play basketball tomorrow, there are two courts: court

number 3 at 10:00 and court number 1 at 16:00. Please choose
one.

Semantic Representation:
(Booking-Choice)
Sport: basketball
Date: tomorrow
Hour: 10:00 16:00
Court-Number: 3 1
This annotated corpus was used to learn the language mod-

els, semantic models and Dialog Manager models.

4. The speech recognition module
The SD-TEAM architecture allows the integration of multiple
ASR modules. We are using, in an interchangeable way, both
Loquendo ASR and the one developed in our laboratory.

The latter is HMM based, uses a standard speech preproces-
sor, a n-gram language model and a Viterbi-based search. The
speech signal is pre-emphasized by means of a high-pass FIR
filter H(z) = 1 − 0.95z−1 and then pre-processed to obtain
a sequence of frames or acoustic vectors. A 20 ms Hamming
window is applied every 10 ms to obtain each frame, which
contains 39 parameters: Energy, the first 12 MFCC, and their
first and second derivatives. The HMM were trained by means
of HTK from the Albayzin Spanish corpus. Albayzin is a pho-
netically balanced corpus consisting of six hours of speech [8].

5. The understanding module
We propose an understanding process [9] that works in two
phases (see figure 3).

The first phase consists of a transduction of the input sen-
tence in terms of an intermediate semantic language. In the
second phase, a set of rules transduces this intermediate rep-
resentation in terms of frames. As the intermediate language
is close to the frame representation, this phase only requires a
small set of rules to construct the frame. This second phase
consists of the following: the deletion of irrelevant segments of
the input sentence, the reordering of the relevant concepts and
attributes that appeared in the user sentence following an order
which has been defined a priori, the automatic instantiation of
certain task-dependent values, etc. This last action consists of
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Figure 3: Understanding module diagram.

the conversion of dates and hours into their canonical values.
For example, “on September the 15th” into “[2010-15-09]”.

For the intermediate language 14 labels were defined, cor-
responding to the so-called semantic units: NULL, (AVAIL-
ABILITY), SPORT, (REJECTION), (BOOKING), (ACCEP-
TANCE), DATE, HOUR, COURT-NUM, (BOOKED), (CAN-
CELLATION), ORDER-NUM, COURT-TYPE, and NOT. The
goal of the first phase is to find the best sequence of seman-
tic units given the input sentence and a two-level statistical se-
mantic modelization is used in this phase. Figure 4 shows the
statistical semantic model. The meaning of each sentence is
represented as a sequence of semantic units, and it is associated
a segmentation of the sentence in terms of the corresponding
semantic units. From an annotated training corpus we learn two
kind of models: one of them represents the concatenations of
semantic units, and the other represents the lexical realization
of each semantic unit (that is, the model of segments of words
associated to each semantic units). In both cases the models
used for this task are bigrams, that is, both bigrams of seman-
tic units and of words into each semantic unit. The decoding
process consists of a Viterbi search over the integrated network,
that supplies not only the best sequence of semantic units but
also the segmentation of the input sentence associated to it. This
segmentation is used in the second phase of the semantic mod-
ule to associate the values to the attributes (after a normalization
process, if necessary).

In other words, given the input sentence w =
w1w2 · · ·wn ∈ W , the process consists of finding the se-
quence of semantic units v = v1v2 · · · vk ∈ V which maxi-
mizes the probability:

v̂ = argmax
v

P (w|v)P (v)

The term P (w|v) is the probability of the sequence of word
w given the sequence of semantic units v. We estimate this
probability (following the Viterbi algorithm) as the maximum
for all segmentations of w in |v| segments.

P (w|v) = max
∀l1,l2,...,lt−1

n
P (w1, . . . , wl1 |v1)P (wl1)·

P (wl1+1, · · · , wl2 |v2) · · · · · P (wlk1+1, . . . , wn|vk)
o

If bigram models are used, the probability of each segment
given the associated semantic unit is:

Figure 4: Understanding model.

P (wi, . . . , wj |vs) =

jY
k=i

P (wk|wk−1, vs)

and term P (v) is the bigram probability of the sequence v.

P (v) =

kY
i−1

P (vi|vi−1)

6. Dialog Manager
The dialog model proposed in [10] is based on the transduction
concept and on the use of Stochastic Finite-State Transducers.
In other words, given a state of the system and a user turn, a
system turn is generated and a transition to a new state is done.
Therefore, dialog management is based on the modelization of
the sequences of system and user dialog turns pairs. Thus, a
dialog describes a path in the transducer model from its initial
state to a final one.

In a dialog system, the Dialog Manager (DM) is the mod-
ule devoted to choose the best system answer according to its
dialog model during the dialog sequence. We consider a dia-
log as a sequence of pairs (ui, ai), i = 1 . . . n, where ui is the
user utterance at time i and ai is the answer of the system to
this utterance. The system answer ai is selected taking into ac-
count not only ui but also all the information provided by the
user throughout all the dialog sequence. All this information (in
terms of concepts and attributes) is stored in a data structure we
call Dialog Register (DR).

We have developed a statistical DM based on the use of a
Stochastic Finite-State Transducer (SFST). A SFST is defined
formally by a 6-tuple (Q, Σ, ∆, q0, p, f). In our approach the
input alphabet represents all the allowed user utterances and
the output alphabet includes all the system answers defined for
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Figure 5: The kiosk used for the testing.

the task, that is, the set of system dialog acts. p(q, u, a, q0) =
Pr(u, a, q0|q) is the transition probability from q to q0 by ob-
serving u and emitting a. In our proposed approach, the selec-
tion of the best next system answer at time i (ai) is made by
means of the following local maximization:

âi = argmax
ai∈∆

p(qi−1, ui, ai, qi) = argmax
ai∈∆

Pr(ui, ai|qi−1)

The dialog ends when a final state qf , is reached. From this
point of view, a dialog can be seen as a path in the transducer
from the initial state q0 to the final state qf .

7. Multimodal interface
The way to generate the system answers is template-based. That
is, the Dialog Manager generates an answer frame that is sup-
plied to the Answer Generator module. This module, using
some predefined templates generates the sentence for the TTS.
Also, as said before, some informations are presented in a table
on the screen (see figures 5 and 6). This process is controlled
by the Graphical Interface module that also manages the touch
screen that can be used as used input for the Dialog Manager.

8. Conclusions
In this paper we have presented a dialog system based on sta-
tistical models that has been applied to a task of booking sport
facilities in the University. The system has been implemented
using a flexible architecture defined for the SD-TEAM project.
This prototype shows that it is possible to build complete dia-
log systems based on statistical models at different levels. One
advantage of this modelization is that the statistical models can
be dinamically trained when real users interact with the system.
We have also explored the possibility of combining multimodal-
ity in the input as well as in the output.
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Figure 6: Screenshot of the visual information for the user.
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