FALA 2010
VI Jornadas en Tecnologia del Habla and II Iberian SLTech Workshop

PhD Dissertation: Intra-lingual and Crossdingual Voice Conversion
using Harmonic plus Stochastic Models

Daniel Erra"?, supervised by Asuncién Moréno

1 TALP Research Center, Technical University of Gaial (UPC), Barcelona
2 AHOLAB Signal Processing Laboratory, Universitytbé Basque Country (UPV/EHU), Bilbao

derro@bhol ab. ehu. es,

Abstract

This PhD dissertation, written by Daniel Erro anghervised

by Asuncion Moreno, was defended on Jun& 2608 at
UPC. The committee members were Antonio Bonafonte
(UPC), Helenca Duxans (TID), Inma Hernaez (EHU),
Eduardo Rodriguez-Banga (UVIGO), and Xavier SerraHUP
Qualification: “sobresaliente cum laude”.

Index Terms: voice transformation and conversion, speech
synthesis, harmonic plus stochastic model

1. The Voice Conversion Problem

Voice conversion (VC) is the technology used togfarm the
voice of one speaker (the source speaker) forbetperceived
by listeners as if it had been uttered by a differgpecific
speaker (the target speaker). Among all the spedd@endent
voice characteristics, voice conversion focuseqiynan the
acoustic ones: the spectral characteristics andutidamental
frequency. During training, given a certain amoahtraining
data recorded from specific source and target swsakhe
system determines the optimal transformation farveating
one voice into the other one. Then, the systemapeaty this
transformation to convert new input utteranceshef $ource
speaker.

VC has a wide variety of applications, includinge th
design of multi-speaker speech synthesis systentsouwi
strong memory requirements, the customization ekmng
devices, the design of speaking aids for peoplé wsfieech
impairments, film dubbing using the original actovsices,
the creation of virtual clones of famous people for
videogames, masking identities in chat rooms, etc.

2. State-of-the-Art before this Thesis

At the time of beginning this thesis, state-of-tre-VC
systems were mainly based on the statistical fraomlew
proposed by Stylianou [1] and modified by otherhaus
[2][3][4]. Such systems produced satisfactory resin terms
of similarity between converted and target voicémit
degraded noticeably the quality of the speech &gha fact,
considering different VC systems and methods, detaif
could be observed between these two performancendions
(i.e. converted-target similarity and quality). Télere, the
design of new VC methods characterized by a goodasity-
quality balance was one of the main challenges.

The versatility of state-of-the-art VC systems vedten
limited by their requirements for estimating addgqua
transformation functions from the training data. vast
majority of them could operate only when a parditalning
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corpus was available (in other words, when theningi
sentences uttered by the source and target speeder
exactly the same and therefore showed a clear pibone
correspondence). Although some techniques compatifth
non-parallel corpora (different source and targitrances)
had been already proposed, being some of them Yatid
cross-lingual VC, they required some extra infoioraffor a
correct performance (other pre-trained VC functidsg,
phonetic labels [4], etc.) or either the performascores of
the VC system decayed under some conditions [6)rdier to
build more versatile VC systems capable of learning
transformation functions flexibly under differentaining
conditions, a new source-target alignment procedues
desirable.

Other unsolved problems related to VC were prosody
conversion and robustness against data reduction.

3. Objectives and Methodology

The general objective of this thesis was to researtn VC
systems and methods in order to improve their tyalnd
versatility. The specific objectives were the fallog:

e Design of new VC methods that succeeded at congertin
the source voices into the target voices withoufrading
significantly the quality of the signals.

« Design of training methods that made the VC system
capable of operating in all possible training scesa
intra-lingual scenario with parallel corpus, intirgual
scenario without parallel corpus, and cross-lingual
scenario.

e Integration of the resulting VC system into a tet-t
speech (TTS) synthesis system, so that it couldadg@@ot
only as a conversion device, but also as a stamkal TS
that generated different voices from a single sysith
database.

The fulfillment of the described objectives wasbi verified
by means of perceptual tests: both the similarigpveen
converted and target voices and the quality ofaheverted
speech had to be rated by human listeners. The Kdearion
Scores (MOS) were chosen as figure of merit.

The database used in the experiments, which had bee
specifically recorded for research on voice corieersn the
framework of the TC-STAR project, contained arour@D 2
sentences in Spanish and 170 in English, utteretidifferent
professional bilingual speakers (2 male + 2 fenspleakers).
The average duration of the sentences was 4 se¢hfeks
minutes of audio per speaker and language).

The research work carried out during the thesis lman
summarized in the following steps:
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« Design and implementation of a speech model suaitfl
speech analysis-reconstruction, pitch and duration
modification, synthesis, and spectral manipulation.

« Implementation and subjective evaluation of a hasel
VC system using the mentioned speech model, state-of
the-art VC techniques, and parallel training corpora

* Research on strategies for improving the qualityexof
the baseline system without worsening the conversio
scores. Subjective evaluation of the resulting imeth

« Research on strategies to allow the system to ¥ain
functions from non-parallel corpora while maintaigiits
subjective performance scores. Evaluation undeh,bot
intra-lingual and cross-lingual conditions.

¢ Implementation and evaluation of a multi-speakerlSTT
system and optimization of the interaction betwélea
synthesis process and the VC process.

The next section presents an overview of the main
contributions of this thesis.

4. Main Contributions of the Thesis
4.1.

A new speech model based on a harmonic plus stilchas
decomposition was developed during the thesis. Tioslel
allowed the manipulation of all kind of signal feats with a
high degree of flexibility, which was desirable for
implementing VC systems. The novelty of the modglih the
algorithms  for time-scale manipulations, pitch-ecal
manipulations, and concatenation of units, whichrewe
compatible with a non-pitch-synchronous analysibeste.
The reasons for preferring a constant analysisdreate rather
than a pitch-synchronous rate were augmentingléxgoflity
and simplifying the analysis (because the accusaparation
of the signal periods was not a previous requirgjndn
exchange, in order to make artifact-free speechifination
possible, the problem of estimating and manipugptthe
linear-in-frequency phase term of the speech frawidsout
producing artifacts was faced. In contrast to mesi non-
pitch-synchronous models based on sinusoidal orridhyb
decompositions, it was not necessary to use oirses tor

Flexible Harmonic/Stochastic Model

pitch-synchronous epochs as a reference. The use of

computationally expensive techniques such as isvidtsring
was also avoided. Instead, amplitude and phaselapes
were used as estimators of the vocal tract, asgumin
simplified speech production model. A new method fo
removing the linear phase term from a set of meabur
harmonics was also proposed.

In order to validate the suitability of the new rebdor
high-quality speech transformations, it was integgtanto the
waveform generation module of a concatenative Tisgem
which was then compared to an equivalent TD-PSOhkged
system. The results showed that the listeners hadear
preference for the new system when the synthesjsiresd
applying high modification factors. It was conclddehat the
speech model was valid for high-quality speechsfieimation
and concatenation and provided a very good framieviar
research on voice conversion.

4.2.

As mentioned before, state-of-the-art VC systems\vbaised
on statistical methods. Most of them followed Kain’
approach [2], in which a set of paired vectors wasacted
from parallel utterances of the source and targealsers and

Weighted Frequency Warping
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a joint Gaussian mixture model (GMM) was fitted tteem.
The mean vectors and covariance matrices provigeth®
GMM were used to define the conversion functioweighted
combination of linear transforms:

()= X7, R e+ )

wherex is the source acoustic vector to be convendd) is
the probability thak belongs to thé-th mixture of the GMM,
given by the meap;* and the covariance matr&; p is the
target mean vector ang,”* is the cross-covariance matrix.
This method was known to yield a successful conwersf
voices but significant speech quality degradatiame do
statistical over-smoothing.

When the above mentioned method was implemented as
baseline system, a high correlation was observadeea the
spectral envelopes given by the source and targenm
vectors,u* andypy’, for all the mixtures of the GMM. A simple
frequency-warping transformation (a mapping betwsaurce
and target frequency axes) of the source mean @pe=l
appeared to yield good estimates of the target rapaalopes.
This was an interesting finding, since frequencypiveg of
spectra was known to introduce very little quatiggradation.
Since vectors inside each Gaussian component oGiid
contained parametric representations of phonemtbssivhilar
formant structures, it was assumed that a singlquency
warping function could be valid for all the spech@onging
to that class.

The resulting VC method, which was called Weighted
Frequency Warping (WFW), can be described as falow
During training, once a joint GMM has been estirddtem a
set of paired vectors, the spectra giverufyandp;’ are used
to estimate a warping function/(f) for each mixture of the
GMM (see Figure 1). During conversion, given thecpmum
of thek-th frame,S¥(f), and its parametric representatidt,
the following transformation is applied to obtairetconverted
spectruns®(f):

s®(f)=6"(t)rs(f)
where §,9(f) is a frequency-warped version of the original

spectrum, calculated by applying a weighted contlmnaof
the trained warping trajectorie¥\{(f)},

st (1)= s (1)
WO (1) =3, p (<)o (1)

andGX(f) is a smoothed correction filter that compenstites
differences in amplitude between the warped specgy(f)
and the real target spectrum, estimated from vektaf?)
given by expression (1).

1)

)

®)
(4)

spectrum
given by’

spectrum given by

Figure 1:Estimating a frequency warping function from the
mean spectra of the i-th mixture of a GMM.
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The subjective evaluation of a WFW-based VC system
confirmed that the method provided much better igu#than
standard GMM-based systems. The average improvemwssnt
around 0.7 points in a 1-to-5 MOS scale, whereas th
similarity scores remained almost unaltered. Therage
quality level achieved by WFW in these experimewss
close to 3.5 in a 1-to-5 MOS scale, which couldbesidered
acceptable for real voice conversion applicatidrige system
achieved also excellent results in the 3rd intéonal TC-
STAR evaluation campaign.

4.3. Iterative Alignment Method

A new solution was proposed to allow the systertrdim VC
functions when no parallel corpus was available.other
words, it made possible the correct alignment betwsource
and target acoustic vectors extracted from textt language-
independent utterances. The idea came from thenaiigm
that when a simple nearest neighbour (NN) criteri@s used
to pair the source and target vectors during tnainian
intermediate converted voice was obtained (closerthie
target, but not very different from the source). df NN
alignment was carried out again on the intermediateverted
vectors and the target vectors, the resulting vgimeslightly
closer to the target voice. Therefore, the proposethod
consisted of iteratively repeating these two steps:NN

alignment; 2) training of a VC function, and convensof the
source vectors. This idea is described graphi@alligure 2.

Some experiments using parallel test corpora andrak
objective measures were conducted in order to ctetkthe
alignment got more accurate (compared to the ghredirpus
case) as the number of iterations increased. Atdmee time,
several aspects of the method were studied usiegséme
objective measures: configuration of the NN search,
convergence, stopping criterion, initialization, c.etThe
objective performance of the alignment system teduio be
close to that of parallel alignment in most cagdthough the
speech frames were being aligned using only aausti
information extracted directly from the signal, s@eriments
showed that the alignment was acceptable also feom
phonetic point of view.

In order to evaluate the new alignment method thinou
perceptual tests, it was integrated into the trgjmodule of a
VC system. In an intra-lingual context, the resulese found
to be highly satisfactory, similar to those obtainey an
equivalent voice conversion system using paraltalning
corpora. The performance under cross-lingual camitwas
slightly worse, due to the phonetic differencesween
languages. A cross-lingual VC system that resultedh fthe
combination of the described alignment method angWV
(see section 4.2) participated in a public evatuattampaign
organized under the authority of the European TGT
project. It achieved the best results considerimgh bthe
similarity of voices and the quality of the conesttspeech.

Iter.0 Iter.1 Iter.2 Iter.3

@
G

Figure 2:Underlying idea of the iterative alignment method.
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4.4.

A multi-speaker synthesis system was built by carnlg the

UPC TTS system with a VC system based on the metudis
algorithms presented throughout this thesis. THiesfistem

was evaluated by means of perceptual tests. Ascteghethe

scores indicating the similarity between converded target
voices were very close to those obtained when atinge
natural speech utterances (approximately 3.1 ir@5.MOS

scale). The quality of the converted synthetic aignwas

affected by both synthesis and conversion, so éselting

average score was 2.5 (approximately 1 point belmvone

obtained for converted natural speech and 0.5 pdietow

the one obtained for non-converted synthetic spe€ethe

results revealed also that the choice of the souwgze had a
direct influence on the performance of the system.

Multi-speaker TTS System

5.

As a result of this thesis, contributions were madenany
parts of the voice conversion process. The analysis
manipulation and reconstruction of speech signakrew
improved through the design of a new speech maoattd on

a harmonic/stochastic decomposition. A new spectral
conversion method, WFW, was proposed to increage th
quality of the converted speech with respect ttest&the-art
methods and alleviate the over-smoothing effect.itArative
alignment method was also proposed to overcoméattkeof
versatility of VC systems when no parallel trainoaypus was
available. All these ideas were put into practiceai multi-
speaker TTS system. All these methods and systésidest
highly satisfactory performance scores as showmliffgrent
subjective listening tests.

General Conclusions

6.

The main contributions of the thesis [7], summatize
section 4, were published in two journal paperEiBE Trans.
Audio, Speech, and Lang. Proc. [8][9], and alsosaveral
papers in the most important conferences relatedp&ech
technologies, being the most relevant ones theovirtg:
[10][11][12][13]. In addition, the author was ingd by the
Music Technology Group of the Pompeu Fabra Unitetsi
give a talk on the results of this thesis [14]. $oimdirect
results of the thesis contributed to the publicgatid two more
journal papers: in [15] the methods described ictise 4.1
and 4.2 were used in an emotion conversion apfitatn
[16] the VC system was used to evaluate the rolesstiof a
speaker recognizer. In one of the two papers awaddeing
last JTH [17] (best paper award), the parametéraetion
module of the VC system was applied to build an HMaéed
synthesizer, outperforming other traditional method
Moreover, the VC system developed during this thésok
part in different public evaluation campaigns. $t worth
mentioning the diploma obtained in Albayzin 200&leation
(which consisted in cheating a biometric systemetlasn
speaker recognition), and the excellent resultseael in the
3 international evaluation campaign of the EU fungenject
TC-STAR [18] (best results in cross-lingual voicangersion
categories). Finally, the findings in this thesantibuted to
make progress in the framework of three differamdied
projects: TC-STAR (FP6-506738, European Comission),
AVIVAVOZ (TEC2006-13694-C03, Spanish Ministry of
Science and Education) and Tecnoparla (Catalan
Government).
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