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Abstract
This thesis deals with the research and development of speech
technology-based systems for the requirements of users with
different impairments and disabilities, with the final aim of im-
proving their quality of life. Speech disorders are shown to be
a major challenge in the work with these users. This work per-
forms all the steps in the research in speech technologies: start-
ing with the acquisition of an oral corpus from young impaired
speakers, the analysis of the acoustic and lexical variations in
the disordered speech and the characterization of speaker de-
pendent Automatic Speech Recognition (ASR) systems adapted
to the acoustic and lexical variants introduced by these speak-
ers. Furthermore, automated methods for detection and correc-
tion of lexical mispronunciations are also evaluated. The results
of the experiments show the on-going possibility for develop-
ing a fully personalized ASR system for handicapped users that
learns the speaker’s speech characteristics on-line: while the
user interacts with the recognition system. The development of
speech therapy tools based on the knowledge gained is another
outcome of the present thesis, where the development of “Co-
munica” aims to improve the possibilities for semi-automated
speech therapy in Spanish.
Index Terms: speech disorders, speaker personalization, lan-
guage learning

1. Introduction
Communication disorders are a heavy limitation for those who
suffer them, and the impossibility to communicate with others
impedes the social inclusion and development of impaired peo-
ple. Difficulties in the access to education, impossibility in the
access to work or social exclusion are some of the consequences
of communicative impairments.

New technologies can facilitate communication and knowl-
edge as they make access to information universal, immediate
and ubiquitous. Unfortunately, current interfaces based on pe-
ripherals like mouse or keyboard are not accessible to disabled
users as they require good levels of motor control and cognitive
capabilities. Research on new forms on human computer inter-
faces towards more natural, adaptable and accessible interaction
is currently being done in many facets like eye gaze tracking,
movement tracking, brain computer interface or speech, which
is the subject of this thesis.

1.1. Speech Technology for the Handicapped

Different systems based on Automatic Speech Recognition
(ASR) and Text-To-Speech (TTS) synthesis have already been
researched for their use by the handicapped community. The

STARDUST project aimed to provide oral commands and con-
trol of a home environment [1, 2]; the Vocal Joystick was de-
signed to provide accessibility to computers by heavily im-
paired users [3, 4]; and, finally, the VIVOCA project created
communicative aids able to recreate the speech from a disor-
dered user [5, 6].

Education is another area of work where speech technolo-
gies can help the handicapped community; Computer-Aided
Speech and Language Therapy (CASLT) tools, a subset within
the broader domain of Computer-Aided Language Learning
(CALL) tools [7], bring speech therapy to individuals with com-
munication difficulties [8, 9].

One of the main difficulties for the research in these lines
of work is the lack of resources (corpora, databases) to charac-
terize and study the main features of disordered speech and to
develop and evaluate automated speech systems. Corpora like
the Whitaker [10] and Nemours [11] databases were collected at
the early stages of the interest in disordered speech. Currently,
the Universal Access Database [12] is the largest database cov-
ering the domain of dysarthric and disordered speech.

1.2. Motivation and Objectives

This thesis has grown up thanks to the interest of different peo-
ple and institutions in the creation of software and systems
based in speech technologies for education, inclusion and as-
sistance purposes. These institutions like the Public School
for Special Education (CPEE) “Alborada”, CADIS-Huesca,
ASPACE-Huesca or the Vienna International School (VIS) are
the great motivators of this thesis.

The objectives of this thesis cover two different aspects
in the technological work. From a scientific point of view,
it aims to provide the community with a fully functional cor-
pus of speech disorders in Spanish, to learn and study different
adaptation techniques to these disorders in ASR systems, and
to develop techniques for the assessment of speech proficiency.
From a practical point of view, it aims to develop devices for
control and interaction based on speech and voice which are
accessible for handicapped users and CALL tools for students
with different needs in learning communication through lan-
guage.

2. Methodology and Corpus
The methodology of work was as presented in Figure 1. The
corpus collected with different impaired voices served as the
foundations of the work. Posteriorly, a main line of work ap-
peared towards a better knowledge of the properties of speech
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Figure 1: Methodology of work.

impairments through different analyses. These led to proposals
for speaker adaptation in the acoustic and lexical models of the
ASR, which were merged in acoustic-lexical speaker adapta-
tion. A parallel line studying how to evaluate correctly the pro-
nunciation of the impaired speakers and transform this in confi-
dence measures was finally merged with the speaker adaptation
into a proposal for unsupervised on-line personalized system.

2.1. The “Alborada-I3A” corpus

The “Alborada-I3A” corpus was recorded with the intention of
filling the gap in resources and databases of disordered speech
in Spanish [13]. It was recorded in collaboration with different
educative institutions and is fully available for research.

The core of the corpus were 14 young speakers suffering
different physical and cognitive handicaps and also suffering
very different speech and language disorders. These speakers
were 7 boys and 7 girls from 11 to 21 years old. A set of 4
isolated word sessions were recorded from each speaker, with a
vocabulary of 57 words per session, for a total of 3,192 isolated
word utterances. The set of words used, the Induced Phonolog-
ical Register (RFI) [14], is well known among speech therapists
in Spanish and contains a all phonemes of Spanish language in
different positions and contexts. Furthermore, 232 young unim-
paired speakers in the same age range than the impaired speak-
ers (10-18 years old) were later recorded to model and char-
acterize the speech in children and young adults with a proper
correct speech.

In order to characterize phonologically the production of
errors in the impaired speakers, a labeling was carried out by a
set of experts to determine whether each phoneme in the pro-
nunciation of the speakers was correctly pronounced, mistaken
or substituted, or deleted by the speaker. The results showed a
big relevance of the disorders, as around 10% of the phonemes
were substituted and 7% were deleted.

The baseline ASR experiments with this corpus pointed out
the big influence of the disorders on the performance of the sys-
tem. While the unimpaired speakers were in a 4% of Word
Error Rate (WER) on adult speech models, the impaired peers
reached 37% WER. Task dependent models, retrained on the
232 unimpaired speakers allowed for a reduction of the WER
to 28%, which was isolated as been due to acoustic and lexical
disorders.

3. Analyses of Disordered Speech
Before starting any experimentation with the corpus, several
studies were carried out to understand how the disorders af-
fected all the facets of speech production. These studies were
expected to be relevant on how to face all the problematic re-
garding recognition and evaluation of disordered speech.

3.1. Acoustic Analysis

A study on vowel production by the impaired speakers was
made to find any differences between unimpaired and impaired
speakers. The features which were under study were: First two
formant frequencies (F1 and F2), fundamental frequency value
(F0), intensity value and duration. Speech processing methods
like Linear Predictive Coding (LPC) and autocorrelation were
used to calculate these features.

A degradation of the quality of vowel production was mea-
sured in some of these features, showing the inability of the
impaired speakers for a precise control of articulation. This
degradation affected in the following ways: Reduction of dis-
tance between vowels in the formant map, especially between
/a/, /e/ and /o/; loss of distinction in the production of intensity
between stressed and unstressed vowels; and a higher variability
in vowels duration [15].

3.2. Lexical Analysis

The patterns of production of mistakes in the speakers were
studied from a phonological point of view. A first approach
did not show an influence of the phonological properties of
phonemes (point and manner of articulation). On the contrary,
the context and position of the phoneme in the syllable were the
most prominent factors in mispronunciations. The main find-
ings of this analysis were the significant reductions of vowels in
diphthongs, consonants in coda position and consonant clusters.

The comparison of the pronunciation patterns of this im-
paired speakers with the pattern in young children in learning
stages (3-6 years old) showed how young impaired speakers
presented similar errors to small children. This pointed out that
the possible origin of this language disorders might be a de-
lay in language acquisition due to the cognitive delays of these
speakers.

4. Techniques for Personalization
Personalization is a key point when developing speech inter-
faces for the handicapped. The influence of the specific impair-
ment of each user is so unique that they require that the system
is fully adaptive to the user instead of the user adapting to the
system.

4.1. Speaker Adaptation

The studies carried out in the effects of speech disorders have
shown the existence of acoustic distortion in the speakers’ voice
as well as phonological and lexical disorders leading to mispro-
nunciations at this level [16]. Adaptation was proposed at three
levels:

Acoustic adaptation for these speakers can provide a better
matching of acoustic models to their speech properties. These
properties not only include inter speaker variability as for the
rest of the population, but the modeling of their speech disorders
and how they modify the acoustic production of speech. Lexi-
cal adaptation provides a correct modeling of the pronunciations
that these speakers are uttering, characterized by a large number
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of substitutions and deletions at the phoneme level. While lex-
ical adaptation is usually not required for unimpaired speakers,
these speakers might find relevant benefits with it. Acoustic-
lexical adaptation merges the two previous approaches, but it is
important to understand the correlations between them as they
provide different ways to model similar effects of speech.

The proposal for acoustic adaptation was Maximum A
Posteriori [17] and Maximum Likelihood Linear Regression
(MLLR) [18], while the proposal for lexical adaptation was
a data-driven approach, which learned the speaker’s transcrip-
tions through Acoustic Phonetic Decoding (APD). After several
experiments, the joint use of acoustic and lexical adaptation pro-
duced a relative improvement in the WER of 46%.

4.2. Pronunciation Evaluation

Pronunciation verification is a relevant issue in the work with
speech disorders, it can serve to correct the speaker’s pronunci-
ation or to discard incorrect pronunciations in speech systems.
Among several other proposals [19, 20], the work focused on
normalization of the phoneme scores to different combinations
of competing phonemes in the same way that the test normal-
ization (or t-norm) method for speaker verification tasks.

The results showed that a correct selection of the competing
phonemes [21] could achieve better results in terms of Equal
Error Rate (EER) in the pronunciation verification tasks than
known techniques like the Goodness of Pronunciation (GOP)
[22]. GOP can also be seen as normalization technique where
all the competing phonemes are considered. Better result of
EER was lowered to 16%.

4.3. Proposal of On-line Unsupervised Personalized System

Finally, a proposal for on-line unsupervised personalization was
provided in Figure 2. In this system, the user is fully unaware
of the procedure in which the personalization is performed con-
stantly in the underlying loop. During the use of the ASR sys-
tem, the confidence measuring algorithm discard those tran-
scriptions which might be inaccurate (either due to recogni-
tion mistakes or due to pronunciation mispronunciations) and
stores in a buffer all the signals which are considered useful for
a posterior adaptation. Once the buffer has sufficient amount
of reliable data, speaker adaptation is performed according to
the transcriptions obtained by the ASR system validated by the
confidence measure. The new models (acoustic and/or lexical)
are inserted in the ASR system to improve the recognition accu-
racy of the user’s speech. This process can be repeated to keep
providing further adaptation to the speaker.

After some preliminary experiments in this proposal, it was
seen how an iterative procedure of adaptation like the one de-
picted in Figure 2 could outperform in terms of improvement of
the WER a similar proposal using the same amount of adapta-
tion data in one single stage. Several concerns have to be taken
into account in this proposal, especially the influence of the ini-
tial ASR stage to obtain the transcriptions and the accuracy of
the confidence measure algorithm.

5. Speech Based Applications
The experimental work in the thesis has been accompanied by
work on the development and deployment of speech-based tools
to improve the quality of life of the handicapped. “VozClick”,
developed for ASPACE-Huesca, aims to substitute physical
switches for severely handicapped people in their access to
computer applications [23]. It transforms a pulse of vocal emis-

ASRInput speech

Confidence 
measuring

Adaptation

transcriptions

models

labels

Buffer

Figure 2: On-line personalization.

sion by the user into a event in the computer substituting pe-
ripherals like mouse or keyboard.

It has been in the development of CALL tools where greater
results have been achieved during this work where “Comu-
nica” has been a framework on the research and development of
CASLT tools in Spanish [24]. “Comunica” consists of “PreLin-
gua” for the training of phonatory skills in small handicapped
children [25], “Vocaliza” for the training of articulation skills
[26] and “Cuéntame” for linguistic skills. Their open and free
distribution through the Internet1 has shown the great interest
of speech therapists in Spain and Latin America for this kind of
technical aids and their appreciation for the tools in “Comunica”

The results in pronunciation verification achieved in the
thesis were introduced in “Vocaliza” to provide a tool for the
training of Spanish as a Second Language (L2) to children. The
results of an experience carried out in this field showed the use-
fulness of computer-aided tools with a dedicated interface and
a correct use of speech technologies [27, 28, 29].

6. Conclusions
This thesis has supposed a relevant effort in all the objectives
proposed at the beginning of the work. The corpus has showed
to be useful and it has put the interest of the community on this
specific task. Different personalization techniques have been
evaluated and the performance of them has been framed. Confi-
dence measuring and pronunciation assessment has shown sig-
nificant improvements and solid results.

The thesis has also discussed several subjects regarding the
origins of the speech disorders, their affection in the speech pro-
duction of the users and their effect on the performance of au-
tomated speech recognition and assessment systems. More pre-
cisely, disorders at the lexical level have had a special treatment
in their analysis and evaluation in the thesis, compared to pre-
vious works focusing mostly on the acoustic side of speech.

Finally, further work which has arisen from the thesis has
to be oriented towards the study on personalization techniques
which can work in cases of unsupervised data and data sparsity.
Techniques which take into account the mutual information of
different sources might be useful for further improvement in
confidence measuring tasks. Finally, all this work still has open
road to be introduced in real systems to provide accessibility
and inclusion for handicapped people.

1http://www.vocaliza.es
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