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Abstract

We are describing University of Eastern Finland and Norwegian
University of Science and Technology joint submission for Al-
bayzin 2010 language recognition evaluation. We are employed
several several approaches including acoustic and phonotactic
based algorithms in our final submission. A short description of
the systems are given.

Index Terms: Language Recognition, GLDS, GMM, MMI,
VSM.

1. Submission Overview

Our submission for Albayzin 2010 is a score-level fusion of 3
sub-systems as follows:

MMI-GMM
GLDS-SVM-NN
HMM-VSM-GMM
PR-VSM-GMM

2. MMI-GMM

This system is build based on [1] and specifications are:

e SDC features of 49 dimension extracted.

e Language dependent 256 Gaussian GMMs are used for
modeling.

3. GLDS

This system is build based on [2] and specifications are:

e SDC features of 49 dimension extracted.
e Up to 3rd order polynomial expansion used.

e Neural network with one hidden layer applied for lan-
guage classifier. Other specifications are: Activation
function tansig for hidden nodes and purelin for out-
put layer, MSE measure and trained with trainlm (I used
MATLAB terminology here).

4. PR-VSM-GMM

This system is build based on [3] and specifications are:

e Brno university phone recognizers [4] used here. There
are 4 phone recognizers in their website. English phone
recognizer trained on 16kHz TIMIT data which we used
it for Albayzin evaluation.
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e Up to 2-gram counts used and 300 dimensions retained
after SVD.

e Two GMMs trained for each language in language classi-
fier stage; one GMM for target scores (with 2 Gaussians)
and another for non-target scores (with 20 Gaussians).

5. HMM-VSM-GMM

This system is build based on [3] and specifications are:

e Train a UBM on all languages data with 128 Gaussian.
e Tokenize the same data with UBM.
e Using the labeled data train a HMM.

e Treat the HMM as an event recognizer and proceed with
VSM back-end.

6. Tasks

The task is defined to be language detection for 30s-30s train-
test in closed-set detection. Performance measure is Equal Error
Rate (EER) and cost function Cy4 defined by NIST [4].

6.1. Albayzin 2010

e Six languages: Spanish, Catalan, Basque, Galician, Por-

tuguese and English.

Speech data are extracted from multi-speaker TV broad-
cast recordings.

Almost 10 hours of data per language is available for
training. There are also some extra noisy data for train-
ing systems to deal with noisy situation.

836 test samples of 30s length for development set.

4992 test samples of different lengths (3, 10 and 30s) for
evaluation. We should report our results without consid-
ering the length (or the state of being clean or noisy) of
the utterance.
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Albayzin 2010 30sec clean
Language Detection Results
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Figure 1: Submitted system result on 30sec clean data.
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